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Glossary 

AAL Ambient Assisted Living 

AAL button Enables user to call robot to come to user (cf. PT1 trials) 

AS Action Sequencers (see D8.2) 

ASR Automatic Speech Recognition 

BC Behaviour Coordinator (see D8.2) 

BE Behaviour Engine 

Behaviour Range of actions and mannerisms in relation to environment 

DoW Description of Work, Annex I to HOBBIT contract 

Final-Position Position of Robot when interacting with user 

FSM Finite-state machine 

GRI Gesture Recognition Interface 

GUI Graphical User Interface 

HCI Human Computer Interaction 

HRI Human Robot Interaction 

Idle/Rest position Robot’s idle/rest position, if not staying close to user (TBD) 

MMUI Multimodal User Interface (see D2.1) 

MuC Mutual Care (see D1.1) 

Parking position Robot’s idle/rest position, usually identical with charging position (TBD) 

Profile Central HOBBIT variable storage 

Proxemics Subcategory of the study of nonverbal communication related to space 

Pre-Position Position of Robot when trying to attract user’s attention 

PIR Passive Infrared sensors (part of AAL module, cf. D4.1) 

PrM Project Month 

PT1 Prototype 1 (PT 1 user trials were carried out in spring 2013) 

PT1.1 Prototype 1 modified to be used for behaviour modelling 

PT2 Prototype 2 

ROS Robot Operating System 

SMACH State Machine: task-level architecture for rapidly creating complex robot 
behaviour. Part of ROS 

TBD To be defined 

TF Technical feasibility 

TTS Text To Speech 

UI User Interface 

WPF Windows Presentation Foundation 

http://www.hobbit-project.eu/
http://en.wikipedia.org/wiki/Nonverbal_communication


HOBBIT D2.3 “Appearance Design Documentation after Integration with User Interface“  

 www.hobbit-project.eu  5/43 

 

 

Executive Summary  

This deliverable D3.2 on Robot adaptation and learning about new objects, target 
places, and user preferences summarizes our efforts for the adaptive behaviour 
architecture of Hobbit and its intelligent behaviour for learning about objects and its 
environment to optimize object search behaviour. Moreover, we present the integration of the 
fitness functionality, which was added due to user preferences after the PT1 trials. 

Adaptation towards user preferences is achieved with a parameter-driven SMACH-based 
architecture. To outbalance user control and robot autonomies in behaviour we decided that 
the user gets the option to set the parameters to increase the transparency about the robot’s 
capabilities. 

Learning about the environment to enhance the robot’s knowledge on objects and places 
in the apartment is done with intelligent semantic segmentation. We developed and 
optimized 3D point cloud processing framework based on a Randomized Decision Forest, 
which can be efficiently used for mobile robotics. 

Learning objects to enable multi-cue object recognition is done by integrating a robust 
reconstruction pipeline. We developed a framework including a novel pairwise registration of 
RGB-D frames, a multi-view optimization algorithm, a noise filtering step and a final object 
part merging algorithm to complete object models if a sequence lacks in (e.g. occluded) 
views.  

The fitness application provides a guided fitness program that HOBBIT users can benefit 
from. It uses methods such as skeleton tracking and gesture recognition for monitoring the 
user’s movements during exercises and an adaptable user interface. Main contributions 
presented in this deliverable regarding the fitness function are: 

 SMACH-based behaviour controller with an adaptation parameter allowing the user-
driven adjustment of robot behaviour to user preferences (following the MUC 
parameters as defined in D1.6)  

 Efficient semantic segmentation framework for indoor scenes tailored for the 
application to mobile robotics. 

 Robust object learning that enables human-robot cooperation with preferred objects. 

 Implementation of a fitness application that can be integrated in the overall Hobbit 
interaction scenario. 

Finally, in Appendix A we present the state machine diagrams for the PT2 commands and 
in Appendix B we attach four publications with technical details of the adaptation and 
learning methods.  
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1 Introduction 

Interaction of social robots over an extended period of time needs a robotic system which is 
able to not only execute pre-programmed fixed sequences, but react on the user’s needs and 
actions to increase the acceptance of the user. Adaptation and behaviour control can 
therefore be considered to play key roles in the overall system of a social service robot like 
HOBBIT that should successfully interact in an autonomous fashion with a human over a 
long time period. With this in mind it is necessary to develop a system which can not only 
interact with its surroundings and the user, but also adjust to the user’s behaviour towards 
the robot as well as to the changes in the environment. To improve the human robot 
interaction HOBBIT uses multiple learning strategies which incorporate information from the 
users themselves, the static facts about the user’s apartments and the variable environment 
(moveable obstacles) and user trained objects. From the users themselves HOBBIT is able 
to learn when and how to change between different social interaction-roles that range from 
companion over butler to machine-like to present itself in the desired personality to the user. 
From the training of objects and their movement in the environment over time HOBBIT is 
able to fulfil tasks like fetch-and-carry in a more efficient manner and avoids unnecessary 
time consuming training for the operators and the users. Changes within the environment 
can help HOBBIT to achieve the important tasks of locating a possibly fallen user.  

This deliverable D3.2 we present the efforts for the adaptive behaviour architecture of Hobbit 
and its intelligent behaviour for learning about objects and its environment to optimize object 
search behaviour. Moreover, we present the integration of the fitness functionality, which was 
added due to user preferences after the PT1 trials. The document is structured as follows. 

Section 2 presents Adaptation towards user preferences, which is achieved with a 
parameter-driven SMACH-based architecture. To outbalance user control and robot 
autonomies in behaviour we decided that the user gets the option to set the parameters to 
increase the transparency about the robot’s capabilities. The details of the implementation 
are presented in Appendix A, where we give the state machine diagrams.  

Section 3 gives Learning about the environment to enhance the robot’s knowledge on 
objects and places in the apartment is done with intelligent semantic segmentation. We 
developed and optimized 3D point cloud processing framework based on a Randomized 
Decision Forest, which can be efficiently used for mobile robotics. 

Section 4 outlines the Learning of objects to enable multi-cue object recognition is done by 
integrating a robust reconstruction pipeline. We developed a framework including a novel 
pairwise registration of RGB-D frames, a multi-view optimization algorithm, a noise filtering 
step and a final object part merging algorithm to complete object models if a sequence lacks 
in (e.g. occluded) views.  

Section 5 summarises methods for the Adaptation of the MMUI including input and output 
commands and generic support functions for adaptations. 

The fitness application is presented in Section 6. It provides a guided fitness program that 
HOBBIT users can benefit from. It uses methods such as skeleton tracking and gesture 
recognition for monitoring the user’s movements during exercises and an adaptable user 
interface. 

Finally, in Appendix B we attach four publications with technical details of the adaptation and 
learning methods. 
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2 Adaptive Robot Behaviour Control 

Flexibility and adaptation towards the user are still areas that push the boundaries for 
behaviour control. For successful long-term HRI, it will be relevant that robotic behaviour 
becomes more flexible and adapts to specific user characteristics (e.g. the cultural back-
ground, the pre-experience, age etc.). Therefore for the PT2 HOBBIT trials we decided to go 
for a flexible parameter-driven behaviour control with SMACH, a task-level executive system 
developed by Willow Garage [1]. The idea is to parameterize user preferences and 
characteristics which trigger different behavioural reactions for the robot. The conceptual 
parameterization following the Mutual Care (MuC) concept is already described in detail in 
D1.6. In this deliverable we will go into detail about the implementation of the behaviour 
controller. Moreover, the conceptual design is explained in a use case on introvert and 
extrovert behaviour in [Bajones2014a] in Appendix B. 

 

2.1 SMACH 

SMACH is a Python-based library for building hierarchical concurrent state machines, which 
also provides a ROS integrated module to design and execute simple tasks as well as 
complex robot behaviour. SMACH provides the possibility to quickly create prototype state 
machines by reusing Python design patterns. Within SMACH a task is defined by the 
following elements. 

 

 State represents a blocking execution with pre-defined outcomes. The result of a 
state defines the switch to the next states. 

 Container is a set of one or multiple states and defines their final outcome based on 
the integrated states. Especially important and useful are the StateMachine and the 
Concurrence containers. In the StateMachine container all the states are executed 
one at a time whereas in a Concurrence multiple states are executed in parallel.  

 Transitions define by a given outcome to which state or container the execution chain 
should turn to. 

 Userdata is data which can be shared between multiple states and containers, 
therefore enabling the possibility to adapt the state outcome based on accumulated 
data from previously executed states. 

 

For seamless integration SMACH provides interfaces to the three communication methods 
available in ROS, i.e. messages, services, and Actionlib. Provided is the MonitorState for 
listening to published topics, executing a service represented as a state with ServiceState, 
calling an Actionlib interface within SimpleActionState as well as the possibility of wrapping a 
state machine inside an Actionlib server. The tool SMACH viewer is integrated with which we 
are able to debug and visualize the running state machine, the provided user data as well as 
the currently executed states and containers. 

 

Traditional approaches to create state-machine-based behaviour engines heavily relied on 
the evaluation of all involved parameters in sequential order, which is not easily able to cope 
with the fact that a parameter change should influence the execution order after this 
parameter was evaluated. Within SMACH the execution can be adapted to an updated 
parameter value by pre-empting the currently executed state and starting a new one with the 

http://www.hobbit-project.eu/
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updated value; an option we want to take advantage of to enable for more behaviour 
adaptation and flexibility for HRI. 

 

2.2 Implementation 

For the implementation of this adaptive behaviour we propose a ROS and SMACH based 
system which is started at a neutral setting, which translates to neither a companion-like nor 
machine-like robot, which should be available as a ROS parameter during the initialization 
phase. This is adapted over time by either the evaluation of the number of occurrences of all 
activities, the location where the user sends the robot after an interaction or by directly 
asking the user if and how a behaviour change should occur. During the execution of every 
state in which a trait-specific action is available the parameter is evaluated and influences the 
outcome of the state. In the following we outline the implementation for the MuC parameter 
which adapts the robots presence in detail. The implementation for pro-activity would work in 
an analogous way. 

 A SimpleActionWrapper is used around a Concurrence container to provide an 
Actionlib server interface to start, cancel, and observe the task of moving the robot 
away from the user and receive the movement command as well as the parameter 
which holds the data on which social role the robot should inherit.  

 The Concurrence container inhabits a MonitorState listening to a ROS topic for 
parameter changes as well as a StateMachine container. 

 Upon receiving a new parameter value the MonitorState returns FALSE which 
triggers the preemption of the parallel running container. This has to be defined by 
implementing a child_term_cb that has to return False for this desired behaviour. 

 The StateMachine container implements a state for calculating the end pose of the 
robot and a SimpleActionState for actually performing the robots movement through 
the ROS move base package. All of the states inside of this StateMachine container 
implement a check for the pre-empt signal at which they have to exit and return the 
outcome pre-empted. The transition from this outcome will lead to the restart of the 
whole StateMachine container with the new parameter. The state for calculating the 
end pose is evaluating the parameter and will decide upon its value to which position 
it should navigate. The position to which the robot should be sent is depending on the 
parameter:  in a different room, in the same room but at another position, in exactly 
the same position (i.e. the robot stays with the user). If a new end_pose is calculated, 
a new outcome, which will transition to the move_base SimpleActionState, is 
generated and the end_pose is passed through SMACH userdata. 

 Finally the SimpleActionState returns succeeded as soon as the robot reaches the 
end pose and transition to the successful outcome of the Concurrence container. 

The implementation for the behaviour described in the scenario definitions (D1.6) follows the 
same methods and techniques. All the scenarios have been coded and the respective state 
machine representations all given in Appendix A. 

 

http://www.hobbit-project.eu/
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3 Learning about the environment 

A crucial step on the way to achieve that HOBBIT can operate in a user satisfying way in real 
apartment’s means that it needs to be able to recognize and interpret its surroundings. 
Imagine a simple scenario where you ask HOBBIT robot to look for your mug. So far, in most 
applications the only knowledge the machine has about its environment is a simple 2D map 
encoding occupied and free space. That is, the only way to solve this task would be to 
execute a time-consuming brute-force object detection everywhere in the map. 

A much more intelligent is to first look at the most probable locations for the mug to be, e.g. 
on tables or in the cupboard. To achieve this we used semantic segmentation, which enables 
HOBBIT to infer more meaningful information from its perceived environment. Our method is 
especially suitable for mobile robotics compared to other existing methods in computer 
vision, more details on the relation to similar existing approaches can be found in [Wolf2014] 
in Appendix B. 

 

3.1 Semantic Segmentation Pipeline 

 

Our proposed point cloud processing pipeline consists of four steps, depicted in Figure 1. 
First, we create an over-segmentation of the scene, clustering it into many small 
homogeneous patches. In the second step, we compute a manifold, but efficient-to-compute 
feature set for each patch. The resulting feature vector is then processed by a classifier, 
which yields a probability for each patch being assigned a specific label. To that end, we use 
a Randomized Decision Forest (RDF), a classifier which is intensively discussed in [3]. In the 
last stage of our processing pipeline the classification results set up a pairwise Markov 
Random Field (MRF), whose optimization yields the final labelling. This last step smoothes 
an ambiguous labelling to correct classification results due to noisy local patch information. 
The final labelling then corresponds to the Maximum-a-posteriori of the output of the MRF. 

More details on the method can be found in [Wolf2014] (see Appendix B). 
 
 

Figure 1: Intermediate steps of the segmentation pipeline. First row, left to right: Input image, 
over-segmenation, conditional label probabilities (here for label table, red=0, blue=1), final 

result after MRF. Second row: Color code for final result. 
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3.2 Integration of Intelligent Search in the Behaviour Control 

We implemented a flexible behaviour controller for the search-and-bring-object-task 
implemented with SMACH, a Python-based library for building hierarchical concurrent state 
machines, as pictured for our proposed implementation in Figure 2. This framework is able to 
generate locations on-the-fly without the need of pre-learned object-location relationship. 
 

 

Figure 2: Graphical representation of the 'Locate object' scenario. 
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3.3 Comparative Experiments 

For our experiments we implemented two versions of the bring object scenario, the first with 
predefined search locations and the second with on-the-fly extracted search positions and 
conducted multiple runs of the experiment. On short overview for the results is given in 
Figure 3: Comparison of search object algorithmsMore details on the comparative 
experiments can be found in [Bajones2014b] (see Appendix B). 

 

 
Figure 3: Comparison of search object algorithms 

http://www.hobbit-project.eu/
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4 Learning objects 

One of the most important abilities of a service robot is to robustly detect arbitrary everyday 
life objects. For HOBBIT a flexible multi cue object recognition system has been developed 
which incorporates image features, as well as, 3D point cloud features and finally performs 
hypotheses verification in order to minimize false positive detections. Hence, for learning of 
objects it is necessary to reconstruct a full 3D point cloud model with HOBBIT's RGB-D 
sensors. Registering partially overlapping scans of an object is a well-studied problem in 3D 
computer vision. The main challenge to robustly assemble different pieces and to solve the 
task efficiently without many assumptions on the type of objects remains. Within this section 
the problem of aligning n-views of an object with unknown initial pose estimates and the 
novel aspects to robustify object reconstruction is considered. More details can be found in 
[Aldoma2014] (see Appendix B). 

To constrain the combinatorial explosion of the pairwise registration problem, the RGB-D 
scans are assumed to belong to one or more ordered sequences. In this way, pairwise 
registration is carried on consecutive views. The original scans might come from a static 
sensor while the object moves or from a hand-held sensor moving around a stationary 
object. If more than one sequence is available, the relation between sequences is unknown 
and needs to be estimated. Please note that if the object being reconstructed lacks of texture 
or salient geometrical features or presents symmetries, the registration problem is ill-posed 
and needs to be solved by using additional cues coming from the stationary – with respect to 
the object – surroundings of the object. In practice, in order to model all kind of objects 
accurately (even small, uniform and textureless objects) the surrounding areas are always 
used to increase the registration accuracy. In HOBBIT this is guaranteed with a squared turn 
table. The registration process is split into the following parts: 

Pairwise registration estimates the transformation between consecutive scans. This results 
in a chain of N-1 rigid transformations T, N being the number of scans to be aligned, where Ti 
aligns the (i+1)th scan with its predecessor. Concatenating the different transformations, it is 
possible to bring all scans into the same coordinate system, effectively providing an initial 
alignment. The main idea behind our novel pairwise registration algorithm called General 
Geometric Constrained Iterative Closest Point (GGC-ICP) is to include a correspondence 
grouping stage additional to the classical correspondence rejection stage. Figure 4 shows a 
hypotheses tree generated from the GGC-ICP approach. 

 

 
Figure 4 Tree of transformations generated during GCC-ICP. At each depth level, a certain 

number of nodes are selected (marked with a green star) and fed to the next iteration, other 
nodes are discarded. Nodes marked with a blue are converged and their branch is not 
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expanded. The node marked with a yellow star (and its associated transformation) represents 
the optimal alignment. 

 

Multi-view registration aims at reducing the accumulated registration error. It considers all 
overlapping views to reduce the overall registration error by simultaneously optimizing the 
camera poses. This process results in a significant error reduction providing accurate 3D 
models (up to the sensor nuisances) that can be efficiently used within object recognition 
pipelines. We consider different parameters for optimizing the poses, including a constraint 
based on point-normals which avoids to “merge” thin structures (cf. Figure 5). 

 

 
Figure 5 From left to right: registered object (pairwise), refined registration (multi-view without 
normals), refined registration (multi-view including a normals constraint). Observe how using 
normals avoids the inner and outer surface of the mug to be "merged" which results in a more 
reliable reconstruction. The sequence consists of 22 views, 18 taken while rotating the object 

on a turntable. 

 

Noise filtering is a necessary post processing step in order to smooth out noisy 
measurements and to remove boundary artefacts typical for RGB-D sensors. The basic 
ideas for this step are (i) the development of a noise model of the RGB-D sensor, (ii) the 
exploitation of data redundancy obtained by observing the object from different but 
overlapping viewpoints and (iii) the use of visibility and occlusion constraints to remove 
artefacts. Figure 6 shows a comparison of reconstructed without and with noise filtering. 

 

 
Figure 6 Effects of the post-processing stage on the reconstruction results. 

 

Finally, merging two or more sequences of the same object to reconstruct a full 3D model 
is addressed. This poses an additional challenge because only information of the segmented 
object can be used. It is clear that in order to reveal occluded parts of the object within the 
acquisition of a new sequence, the object's position relative to its environment needs to be 
changed relative to previous sequences, thus making the surrounding of the objects 
unusable to aid the registration. For instance, when modelling a mug standing up-right on a 
surface, the base of the mug is not visible and the object needs to be turned upside-down to 

http://www.hobbit-project.eu/
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reveal the base. We developed an approach which relies an stable plane hypotheses in 
order to limit the alignment search space (cf. Figure 7). 

 

 
Figure 7 : From left to right: input cloud C

1
, target cloud C

2
, convex hull of input cloud H

1
, C

1
 

and C
2
 brought into initial alignment by using two stable planes from H

1
. The top row depicts 

the situation when the correct plane is selected (observe how the two clouds are correctly 
aligned up to rotation about the z-axis) while bottom row depicts the initial alignment after 

choosing an erroneous stable plane. 
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5 Adaptation of the MMUI 

As already described in the deliverables D2.1 and D2.2 the MMUI is responsible for the 
direct dialogues with the user. To that end, the MMUI serves as multi-modal input and output 
channel for the system. As the system learns new objects or places, they must be integrated 
into the command list of the MMUI and the MMUI must act according to the social role the 
system is in. The UI framework was designed with such adaptability in mind. All MMUI 
routines therefore are prepared to dynamically adapt to system parameters. 

5.1 Adaptation of MMUI input commands 

The MMUI must know the names of objects it can offer to bring and places to go that the 
user can use in commands. It therefore fetches at start-up and refreshes whenever it is 
instructed by a F_UPDATE command the current list of names of known objects and places. 
These names are inserted into the ASR grammar and provide the list for the selections on 
the GUI. 

List of objects: retrieved from parameter ENV.ObjectList.  

List of places: retrieved from service getrooms as combination of room and location names. 

5.2 Adaptation of MMUI output 

Aside from the specific parameters to select and influence e.g. TTS voice speed, volume etc. 
the MMUI controls the texts actually used in prompts to the user based on text identifiers. A 
text ID received from the system is used to look up the actual text that will be used based on 
the language setting and the current social role. This is facilitating easy translation of all texts 
in one place. For every text alternative version can be provided which will be used at random 
to avoid boring repetitions. Within the same function also %s placeholders in the texts can be 
replaced by parameters e.g. for the actual name of the user. 

The text IDs have the form T_NNN_#_n where NNN is a mandatory unique name, the optional # 
is a digit specifying the social role and the usually not specified n is a digit to select the n-th 
alternative. If no detailed # digit is specified the current social role parameter is automatically 
appended and tried for lookup. 

5.3 Support functions for Adaptation 

During the initial settings dialogue some basic preferences for the UI are asked from the user 
(e.g. TTS voice type, name). This results in system variables the MMUI makes use of. 

The MMUI provides the results of questions to the user e.g. whenever the system asks the 
user about wishes for a change of the social role. 

The MMUI also delivers activity information to the system in form of a parameter 
USER.Action.Time which is updated whenever the user gives any input to the MMUI, either 
by gesture, touch or speech. The system can derive from that parameter if the user hasn’t 
used the MMUI for a longer period and react (depending on its social role) with suggestions 
or actions. 
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6 Fitness Application 

Physical wellbeing affects a great deal the overall quality of life of any person, but even more 
so that of an elder person, as it may be the determining factor for allowing the elderly person 
to continue living an independent life at home. The multiple positive effects of regular 
physical exercise on maintaining and improving the overall physical and mental wellbeing of 
the elderly are well known and documented. Physical fitness is associated with better 
balance, motor skills, and improved reaction times in the elderly [1]. It has even being 
associated with a lower risk of developing cognitive disorders like Alzheimer’s, as data 
acquired from multiple studies have demonstrated [3]. However, in order for any exercise 
routine to be beneficial to the elderly, it is important that it is designed specifically for their 
needs, while taking into account all the potential physical limitations that may be present due 
to an ailment or due to age related impairments (i.e. limited flexibility of the joints, shorter 
ranges of motion, etc). In addition, supervision by a trainer is essential for ensuring that the 
exercises are executed in the correct form, thus limiting the risk of injury, and for providing 
appropriate encouragement or additional instructions when necessary. A lot of nursing and 
care facilities for the elderly offer exercise classes instructed by trainers. However, access to 
such structured classes is not always easy or possible for some elder people for many 
reasons, such as lack of transportation, inability to leave the house easily due to some other 
ailment, geographic isolation, schedule conflicts, etc. A potential solution to this particular 
problem is explored in the context of the HOBBIT project. For this purpose, a Fitness 
application is currently being designed and developed, which will be at the disposal of the 
elder that stays at home to use on demand. More specifically, this application is a guided 
fitness routine especially designed for the needs of the elderly that can be practiced in a safe 
and pleasant way. The application will be offered as an option that can be selected from the 
Entertainment menu of the HOBBIT user interface. The following sections provide a detailed 
description of this application. 

6.1 State of the Art 

In recent years researchers have explored ways to exploit the technological advancements 
of gesture recognition and motion tracking systems in the field of rehabilitative and physical 
therapy, with very positive results. Virtual reality gaming using commercially available 
systems, such as Microsoft’s Kinect and Nintendo’s Wii platform, has been shown to improve 
measures of upper limb function in stroke survivors and balance in older people in 
community and hospital settings [1]. A quick literature review on the subject of Kinect and 
physiotherapy will produce many results of such research projects which aim to develop 
applications that can provide real time virtual assistance to patients performing specific 
exercises, while also helping therapists to track and monitor the progress of their patients 
even from a remote location. Most of these systems use the same setting, the user stands in 
front of a large screen that displays two avatars, one that represents the trainer and the other 
the user. The motion-tracking camera reads the movements of the user and transfers them 
on the perspective avatar. In most of these systems, the movements of the patient are 
displayed on the screen, against, or, in parallel to the movements of the trainer avatar. In that 
way, the user has immediate visual feedback on how close his or her movements are to the 
desired motion. In other similar systems, the user has to perform specific movements in 
order to score points in the context of a fun video game. In these systems, again the user’s 
avatar is displayed on the screen and is controlled by the user’s motions. Using video 
gaming platforms in physical therapy has been shown an effective method that increases the 
engagement and motivation of patients to follow and complete their physical program [1, 6]. 
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6.2 Objective of the Application 

In the context of the HOBBIT project, the main objective of the Fitness application is to 
promote and facilitate overall physical fitness for the users of the robot at their own housing 
environment. To achieve this, the application will provide a guided exercise program that is 
specially designed for the elderly and that can be initiated right from the robot’s main 
interface at any time. The application will also be able to track the user’s performance during 
the exercise and provide constructive feedback when needed. The goal of the exercise 
routine is to help the user maintain or even improve his or her physical abilities. Therefore, 
the Fitness application is not to be taken as a therapeutic or rehabilitation tool. 

6.3 General Description 

The HOBBIT Fitness application will offer exercises that will be presented to the user 
sequentially through a virtual trainer that will be guiding the user throughout the fitness 
program. The application will be using HOBBIT’s gesture recognition and human tracking 
system, in order to detect and display the movements of the user, through the avatar, while 
he or she is executing an exercise. The user’s avatar will be depicted right next to the virtual 
trainer for direct visual comparison. Any necessary feedback to the user (i.e., instructions, 
corrections, and general encouragement), will be provided through HOBBIT in a multimodal 
manner, auditory and textual.  As shown in Figure F1, the user has to sit on a chair in front of 
HOBBIT at the appropriate distance for the Kinect sensor to correctly detect and interpret 
body movement. Figure F2, shows a preliminary user interface design of the application.  

 

 
Figure F 1: User sitting in front HOBBIT at the required distance for the exercises. 
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Figure F 2: Fitness preliminary UI design. 

6.4 User Requirements 

This paragraph lists and describes the user requirements of the Fitness application. The 
collection of the requirements was done by consulting with occupational therapists (with 
experience with elders) and with Human Computer Interaction experts: 

 Overall experience. The application must be pleasant and engaging. It should be able 

to keep the user interested and focused throughout the completion of the program.  

 Usable interaction paradigm: The user interface should be designed in a way that the 

interaction paradigm is close to that of a real fitness class setting, where the trainer is 

in front of the user giving verbal and visual cues as to how to perform the exercise 

correctly. 

 Continuous flow of interaction. The user should not wait for long periods of time 

between exercises or application dialogues. The opposite can cause frustration or 

even fatigue. The application should be able to seamlessly move from one part of the 

interaction to another without unnecessary delays.  
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 Designated exercise area and position. All the exercises must be performed from a 

seated position in an area that has been deemed appropriate by the HOBBIT 

technician. The designated exercise area must have enough space for the robot to 

stand in front the user in the appropriate distance and the chair where the user will 

use during the fitness program, will have to be sturdy with no bulky legs and arms in 

order to avoid movement tracking misreading and miscalculations.  

 Elderly specific exercise routines. The exercise routines must be designed for the 

average 70+ years of age user that is not experiencing any major or fitness forbidding 

health and physical problems. The exercise routines will be designed in close 

consultation with professional occupational therapists and physical therapists that 

have great experience in working with elder patients. Additional exercise 

requirements are:  

o The selected exercises must be easy to learn (small learning curve) and 

follow. The exercises have to be easy to learn and to perform, otherwise the 

users will not know what to do or will be frustrated when they cannot follow the 

instructions properly. In addition, the application should provide continuous 

feedback throughout the exercise process. 

o The selected exercises must be effective and target different joints and 

muscles of the body. 

o The selected exercises must be presented in a continuous and steady flow to 

keep the engagement of the user at a high level. 

o All exercises must be designed for performance from a seated position for 

user safety reasons. Considering, that not all exercises can be tracked 

effectively by the sensor, the fitness routine must include only the ones that 

can be properly tracked. 

o Breaks must be provided when appropriate. The duration of the breaks should 

be clearly communicated to the user.  

o Each exercise routine must be divided into complete and separate sections: 

warm-up exercises, core exercises, and recovery exercises. 

 Instructions. The instructions given by the trainer avatar must be precise, short, and 

clear.  

 Adaptability user interface. This is needed to increase motivation and confidence. As 

the participant acquires basic skills, the level of difficulty needed to perform the task 

should be increased. There are many possible forms of user interface and interaction 

adaptations that can be utilized: 

o Suggest level of exercise based on past activity 

o Adaptive motivational messages based on tracked performance 

o Adaptive feedback based on success rate when performing an exercise 

 Deliver personalized information at the end of each exercise section 

o     Adaptive color schemes to ensure legibility from far away 

o     Adaptable dialogs/interaction based on user’s current position (relative to 

HOBBIT) 

 Gestural interaction when far away 

 Touch-based interaction when the user is close enough 

o     Adaptable pause behaviour 
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  Pause and automatically resume on external intervention (e.g., phone 

call) 

 Pause when user leaves the FOV of the camera (e.g., stand-up and 

move away) 

 Self-termination on long inactivity 

o     Identify inactivity and motivate participation (during exercises) 

o     Identify system faults and gracefully handle them (e.g., temporal loss of 

person tracking) 

 GUI visibility. The avatars must be large enough to be clearly seen from required 2 

meters distance that the user has to keep from the Kinect camera of the robot. 

 User performance monitoring. Measurable rapid performance feedback is necessary 

at the end of each exercise set to keep the user engaged with the exercise routine 

and to act as a motivator to complete the exercise, and to act as a motivator to 

exercise again soon.  

 Easy termination and pausing of the application. The user should easily quit or pause 

the application through various modes of interaction (gesture, touch screen button, 

and by voice command). 

 Automatic termination in case of higher priority service request. The application 

should automatically quit if an event of higher priority is communicated through ROS 

(i.e., a phone call comes in). 

 User progress monitoring. The application must be able to monitor the progress and 

performance of the user over time, in order to provide the appropriate motivational 

feedback. 

6.5 Technical challenges and constraints 

Designing the Fitness application for HOBBIT must overcome many challenges that derive 
from technical limitations and constraints. These technical limitations include the following: 

 Operation distance: HOBBIT uses a Kinect sensor to detect the user and track 
his/her movements. This means that the sensor requires the user to be within its field 
of view and at a certain distance in order to work properly. Subsequently, the robot 
needs to stand approximately 2 meters away from the user at all times during 
execution of the fitness application.  

 Screen size: HOBBIT’s screen diagonal size is 12.1 inches, which is considered 
rather small for long distance viewing. Most consumer fitness applications are usually 
presented on television screens that surpass 25 inches in diagonal size. This 
constraint has significant impact on the user interface design. 

 Limited interaction: The required distance between the robot and the user renders 
the touch screen interaction method and textual feedback inefficient. Therefore, the 
Fitness application must rely heavily on the other modes of interaction (i.e., gestures, 
voice commands, verbal output) for communication. 

 Sensor capabilities and tracking constraints: The Kinect sensor used for tracking 
the user’s movement is generally quite accurate and efficient in its calculations. 
However, certain body poses cannot be tracked accurately or even at all. Therefore, 
the exercise routine should exclude such movements to avoid false positives, or 
calculation errors.  

http://www.hobbit-project.eu/


HOBBIT D2.3 “Appearance Design Documentation after Integration with User Interface“  

 www.hobbit-project.eu  21/43 

 

 

 System complexity and events: HOBBIT is a complex system that includes multiple 
and different functionalities for the user. It also has its own schedule of activities and 
operates on battery power. The fitness application is only part of this system and 
needs to cooperate fully with the rest of the components. Thus, whenever a higher 
priority event occurs, the application needs to handle it properly. In most cases 
(emergencies, low battery power, etc.) the application needs be able to terminate 
gracefully and transparently to the user. 

6.6 Integration with Hobbit system functionalities 

Integrating a fully featured fitness application within HOBBIT’s user interface and software 
framework is not a trivial task. Based on the user requirements and the technical constraints 
discussed in the previous paragraphs, the following decisions were made about the Fitness 
application: 

 It will occupy almost the entire screen. This is essential for ensuring the visibility and 
legibility of the various application elements by the user from the required distance. 

 It will run as a separate process. This was necessary for several reasons: a) Creating 
a separate application removes the constraints imposed by the existing software 
(programming language limitations/capabilities, space availabilities, etc.), b) Certain 
application requirements are more easily satisfied using a different programming 
language from the one used by the MMUI. The user interface is implemented using 
the C# programming language and the Windows Presentation Foundation (WPF) 
framework. C#, WPF and the .NET framework provide high-level classes and 
methods that are suitable for rich and detailed user interfaces. 

 It will communicate with the MMUI using inter-process communication and with the 
rest of HOBBIT’s software modules using ROS topics. The means of communication 
between the Fitness application and the rest of HOBBIT’s modules are described in 
the following sections. 

6.6.1 Interoperability with HOBBIT modules 

Since HOBBIT is heavily using ROS for its implementation, most of the modules use ROS’s 
mechanisms (messages, services, etc.) to communicate with each other. Moreover, the 
MMUI which is running on the tablet is using ROS for Windows to send and receive 
messages to and from the rest of the system. Thus, it was decided to use this method as 
well. 

Unfortunately, ROS for Windows is not available for C#, so a ROS node in C++ is required to 
undertake the communication between the fitness application and the rest of HOBBIT’s 
modules running on Linux. This node is written in C++/CLI, which is an extension of C++ that 
is compatible with the .NET framework and acts as a proxy to connect the user interface and 
the part of the fitness application responsible for detecting the user’s movements. 

The node subscribes and listens to certain ROS topics for relevant events and messages 
such as system events (emergencies or other commands), messages from the fitness node 
responsible for the sensor and skeleton tracking data, etc. In addition, the node publishes 
commands on a ROS topic that the fitness sensor node reads and interprets as required. 
More information about the fitness sensor node can be found in D5.3. 

6.6.2 Interoperability with the user interface of the fitness application 

Named pipes are an inter-process communication tool that allows two different processes to 
exchange data in the form of messages. To that end, three named pipes along with the 
appropriate message formats are used to facilitate communication between (a) the C++ 
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program which is used for exploiting the functionalities provided by ROS, and (b) the C# 
front-end program which is used for the user interface.  

 The first pipe is used for sending commands and other information to the user 
interface. For example, when performing an exercise, the fitness sensor node 
publishes feedback about the accuracy of mimicking the exercise and the controller 
node receives it through the corresponding ROS topic. After analysing that 
information, it sends the appropriate command to the front-end program through the 
pipe.  

 The second pipe is used to receive information from the front-end program such as 
user responses to dialogues, direct commands (e.g., pause), etc.  

 Finally, the third pipe is used for sending raw skeleton tracking data to be visualised 
through the user’s avatar. 

6.6.3 Interoperability with the MMUI 

To ensure that the fitness application behaves normally within the complex HOBBIT system, 
it also listens to MMUI events that are published whenever something occurs within the 
MMUI system. For example, for each action that the user performs when navigating the 
HOBBIT user interface (press buttons to enter menus, reward the robot, go to the previous 
menu, etc.) the corresponding information is sent to a named pipe that the fitness application 
is connected to. In addition, the MMUI also publishes relevant information to ROS topics 
which are monitored. 

By tracking this information, the fitness application is able to recognize events that require 
attention. If, for any reason, another part of the HOBBIT user interface is required to be 
shown to the user, then the fitness application has to be terminated. This includes pressing 
the “back” or “SOS” button from the fitness application itself, receiving the “stop” command 
which is used for stopping the robot, having an incoming video call, detecting an emergency, 
etc. 

6.6.4 Communication Architecture 

The following figure shows the ways that the fitness application interacts with its internal 
components and the rest of HOBBIT software. The application is divided into three distinct 
modules, which encapsulate different functionalities. These are: 

1. The graphical user interface (GUI) module, which takes care of the visual part of the 
application and accepts user input when required.  

2. The sensor module (see also D5.3), which is responsible for recognizing user 
movements and tracks the user skeleton so that it can be shown in the user interface.  

3. The controller module, which acts as an intermediate communication layer between 
the other two modules.  

The GUI module and the controller module run on the Windows tablet, while the sensor 
module runs as a ROS node on the Linux machine inside HOBBIT. Communication between 
Windows modules is performed through the named pipes described in the previous section, 
while messages between the controller and the sensor module are sent through ROS. 
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Figure F 3: Fitness application communication architecture. 

 

6.7 Preliminary UI design prototypes 

The following pictures depict a draft design of the UI interfaces of the Fitness application. 
The left side bar is reserved for the common HOBBIT functional keys (i.e., Back button and 
Help button), while the main central area contains the application-specific user interface and 
its content varies. 

Figure F4 depicts the main application screen in which the central area is divided into three 
sections: (i) the left section contains the trainer video, (ii) the right section contains the user’s 
avatar, and (iii) finally the bottom bar is reserved for displaying textual feedback (i.e., 
instructional text, motivational messages, etc.). The instructional video that shows how to 
perform the exercise and the user avatar are designed to take up most of the available 
screen real estate, as they are the main parts where the user should focus on. 
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Figure F 4: Design prototype depicting the user interface while performing an exercise. 

 

Figure F5 presents the screen where the user is asked to select the difficulty of the exercises 
to be performed. Along with the available levels performance metrics are being presented 
(based on past exercise sessions), while at the same time the application suggests the most 
appropriate level for the current user. 
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Figure F 5: Difficulty selection screen design prototype. 

 

Finally, Figure F6 depicts the screen shown when the application is paused. The buttons on 
the left side have been enlarged so that the user can exit the application or ask for help with 
greater ease. A large button that allows the user to resume the application is also available. 
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Figure F 6: Pause screen design prototype. 
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7 Conclusions 

This Deliverable presented our work towards intelligent and adaptive human-robot interaction 
with the HOBBIT PT2 platform. We presented how the MuC methodology is implemented to 
allow for the adaptation of the social role in Section 2 and give the state machine diagrams in 
Appendix A. We then present how adaptive robot behaviours will be achieved (Section 3) 
and give in more detail how the environment (Section 4) and objects (Section 5) are learned. 
The work towards these goals was also published and we add the respective publications in 
Appendix B. Following the findings from PT1, we added a fitness function, which is described 
in Section 6.  

The next step is to integrate this functionality in the PT2 robot. Similar to the experiments on 
semantic segmentation presented in Section 3.3 we will continue with tests of single robot 
functionalities in the lab. Subsequently we will conduct tests with users before we will enter 
the trial phase in September 2014. 
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9 Appendix A: SMACH Diagram for PT2 Implementation  
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9.1 Away / break command 
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9.2 Call hobbit command 
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9.3 Bring known objects 
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9.4 Locate user scenario 
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9.5 Transport objects / Go to location scenario 
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9.6 Deliver reminders to the user 
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9.7 End user interaction 
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9.8 Emergency: User initiated 
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9.9 Emergency: Patrol 
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9.10 Emergency: Bathroom call buttons 
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9.11 Emergency: S.O.S. call 
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9.12  Recharge 
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9.13  Learn object 
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Appendix B: Publications 

The technical content is presented in more detail in the following publications which are 
attached in this order: 
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Object Recognition and 6DOF Pose Estimation; 2013 IEEE International 
Conference on Robotics and Automation (ICRA), May 6-10, 2013. 

 

[Bajones2014a] Markus Bajones, Andreas Huber, Astrid Weiss, Markus Vincze: Towards 
more Flexible HRI: How to Adapt to the User? 9th ACM/IEEE International 
Conference on Human-Robot Interaction, HRI 2014. 

 

[Bajones2014b] Markus Bajones, Daniel Wolf, Johann Prankl, Markus Vincze: Where to look 
first? Behaviour control for fetch-and-carry missions of service robots; 
Austrian Robotics Workshop, accepted, 2014. 

 
[Wolf2014]  Daniel Wolf, Markus Bajones, Johann Prankl and Markus Vincze: Find my 

mug: Efficient object search with a mobile robot using semantic 
segmentation; 38th Annual Workshop of the Austrian Association for Pattern 
Recognition (ÖAGM), accepted, 2014. 
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Multimodal Cue Integration through Hypotheses Verification
for RGB-D Object Recognition and 6DOF Pose Estimation

A. Aldoma1 and F. Tombari2 and J. Prankl1 and A. Richtsfeld1 and L. Di Stefano2 and M. Vincze1

Abstract— This paper proposes an effective algorithm for
recognizing objects and accurately estimating their 6DOF pose
in scenes acquired by a RGB-D sensor. The proposed method is
based on a combination of different recognition pipelines, each
exploiting the data in a diverse manner and generating object
hypotheses that are ultimately fused together in an Hypothesis
Verification stage that globally enforces geometrical consistency
between model hypotheses and the scene. Such a scheme boosts
the overall recognition performance as it enhances the strength
of the different recognition pipelines while diminishing the
impact of their specific weaknesses. The proposed method
outperforms the state-of-the-art on two challenging benchmark
datasets for object recognition comprising 35 object models
and, respectively, 176 and 353 scenes.

I. INTRODUCTION

Objects in a domestic environment come in all sorts of
shapes, sizes and colors. Some objects are denoted by a
particular shape that make them highly distinguishable, while
others can be singled out based on their texture. Humans
exploit such properties in order to recognize and localize
objects to carry out specific tasks, and can do this in an
extremely efficient way. The ability of recognizing specific
object instances is also key to autonomous robots that need
to operate in domestic environments such as our homes.

The recent advent of sensing devices providing dense 3D
reconstruction - even on untextured surfaces - enhanced with
color information (RGB-D data) allows robots to deploy cues
similar to those used by humans for the task of identify-
ing objects. Moreover, the availability of 3D data allows
both recognizing object instances in a scene together as
well as estimating their 6 Degree-Of-Freedom (6DOF) pose
(position and orientation), thus potentially enabling precise
manipulation of objects.

However, despite the benefits of newly developed sensing
technology, there are still several challenges that need to be
taken into account when designing a recognition system. The
possibility of processing multimodal (range and color) data
at high frame rates represents an important advantage, which
is though only partially exploited by current recognition
methods due to, on the one side, the relatively low efficiency
of most methods and, on the other, the typical approach of
most methods of separately working either on color or on
geometry. In particular, specializing the recognition skills
of one method on a specific modality or data characteristic

1A. Aldoma, J. Prankl, A. Richtsfeld and M. Vincze are
with Vision4Robotics - ACIN, Technical University of Vienna,
Austria aldoma, prankl, arichtsfeld, vincze at
acin.tuwien.ac.at

2F. Tombari and L. Di Stefano are with DISI, University of Bologna, Italy
federico.tombari, luigi.distefano at unibo.it

(e.g. shape, color or texture) tends to reduce the generaliza-
tion capabilities of such systems to different environments.
For instance, algorithms based on local image descriptors
perform well on textured objects but tend to fail on low-
textured ones. 3D local descriptors perform well on objects
with locally rich geometrical structure but do not handle
effectively simple objects that present repetitive structures.
On the other hand, global and semi-global descriptors [1]–
[3] make use of the global properties of the surface shape
but require segmentation and their performance decreases
notably when objects undergo occlusions. These examples
show how difficult it becomes to design a system general
enough to deal with many diverse scenarios, especially under
the constraint of limited computational resources.

In this paper, we propose an object recognition and pose
estimation algorithm that synergically exploits the informa-
tion provided by different data cues. Specifically, several
recognition pipelines based on 2D local features and 3D
semi-global and local features are run in parallel and in-
dependently, so as to generate object hypotheses (identity
and 6DOF pose). These hypotheses then undergo a common
verification stage, which aims at retaining those that are
consistent with the observations while removing those that
do not explain the scene accurately enough (see Figure 1).
Furthermore, novel contributions with respect to previous
work related to specific stages of the proposed algorithm
are also proposed throughout the paper. In this respect,
the main contributions are two-fold. On the one side, we
improve the robustness and recognition capabilities of the
semi-global pipeline based on the OUR-CVFH descriptor
proposed in [3] by exploiting RGB information and multiple
clustering stages. On the other, we improve the effectiveness
of the Hypothesis Verification stage proposed in [4] by
exploiting additional cues that leverage on color informa-
tion and environment constraints. The proposed recognition
system outperforms the state of the art on two challenging
benchmark datasets proposed for the ICRA 2011 Solutions
in Perception challenge.

II. RELATED WORK

A variety of methods do exist in literature concerning the
problem of object recognition and pose estimation. They can
be organized in image based methods [6]–[9], 3D surface
based methods (global and semi-global methods like [1]–[3]
or local methods such as [4], [10], [11]) and multimodal
approaches using color and surface cues [12], [13].

Due to the recently published results on the public bench-
mark datasets related to the ICRA 2011 Solutions in Percep-
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Fig. 1: Different stages of the recognition pipeline. From left to right: the point cloud obtained from the Kinect sensor,
the segmentation results obtained with the method proposed by Richtsfeld et al in [5], the object hypotheses generated by
the proposed recognition pipelines and the final objects selected by the hypothesis verification stage. The final result is a
consistent representation of the scene with correct identification objects and accurate 6DOF pose estimation.

tion challenge [14], the method by Tang et al [6] is particu-
larly relevant to this work as it offers a direct performance
comparison. The authors present a RGB-D recognition and
6DOF pose estimation pipeline for textured objects based
on global color histograms (to trim the possible identities
of the object) and SIFT image features, backprojected to
the 3D coordinate system of the model, to ultimately detect
the object and estimate its 6DOF pose. However, unlike
our method, solely SIFT correspondences are deployed to
estimate the pose of the recognized object instances. The
method proposed in this paper can estimate the 6DOF pose
based on any of the deployed features, therefore holding the
potential to recognize poorly textured objects as well as to
yield accurate pose estimations in a wider range of scenarios.

III. SYSTEM OVERVIEW

As previously mentioned, our recognition system is based
on three different pipelines that take advantage of the mul-
timodality of the data:
• A semi-global 3D descriptor representing an extension

of the OUR-CVFH approach [3] based on the color,
shape and object size cues. Regarding the segmentation
stage required by the semi-global pipeline, we propose
the use of two different strategies recently proposed
in [5] and [15].

• A 2D local descriptor (SIFT [8]) which is able to
generate object hypotheses with associated 6DOF pose
by back-projection of the 2D keypoint locations into the
3D space.

• A 3D local descriptor (SHOT [10]) aimed at establish-
ing correspondences between model and scene surface
patches.

Figure 2 sketches the proposed algorithm by showing
the various stages therein and the way the three different
pipelines are merged together, ending up into a final Hypoth-
esis Verification stage which is in common with all pipelines.
As usual for recognition systems, our system consists of a
training stage, where models of the objects to be recognized
are learned (outlined in the next section) and of an online

stage dealing with the identification and pose estimation of
objects in the scene (described in Sections V and VI).

IV. OFFLINE STAGE: TRAINING

In order to deploy the aforementioned pipelines, we first
need to gather some information (object model) about the
objects we would like the system to recognize. The easiest
way to gather such information is to look at the objects from
different perspectives to obtain evidence of the appearance
and shape of the object of interest as seen from those
perspectives. In our case, with the use of recent sensing
devices like the Kinect, such process results in a set of RGB-
D images covering a 360◦ angle around the object.

For our recognition system to function properly, we need
to process the set of RGB-D images to obtain (i) a full 3D
point cloud with RGB information - Mi - fusing the partial
surface contained in each RGB-D frame and (ii) create a
compact representation of the appearance of the objects, in
terms of visual and shape features as well as their location
relative to the coordinate system on whichMi is embedded.
Repeating this process for all objects results in a model
library M.

To reconstruct a full 3D cloud, Mi, out of a set of
ordered views, a tracking approach is used, where features
are extracted and matched along the frames in order to report
the 3D points of each frame to a common reference system.
Motivated by KinectFusion [16], tracked frames are aligned
with a global model using Iterative Closest Point (ICP).
The global model where the surface points are accumulated
during reconstruction is represented as a voxel grid with a
3mm voxel size. As reconstruction proceeds and new views
are processed, the weight at each voxel increases if new
surface measurements vote for that voxel, while in case a
view ray passes a voxel the weight is decreased indicating
that previous surface measurements in that voxel might be
incorrect. Hence, correct measurements are accumulated and
filtered by their mean and wrong points are deleted.

An initial guess for the ICP alignment is provided by
tracking the last segmented view of the object to the current
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Fig. 2: The proposed 3D Object Recognition algorithm is based on 3 different recognition pipelines which are then merged
together at the Hypothesis Verification stage. In particular, local correspondences coming from the 2D and 3D local pipeline
are merged together at the Correspondence Grouping stage to try increasing the desired consensus between scene and model.

frame using SIFT keypoints and a rigid transformation esti-
mated from SIFT correspondences by means of RANSAC,
which results to be useful when training data is sparse.
However, the Challenge and Willow datasets include a small
number of RGB-D frames per object (one frame every 10◦).
Furthermore, some object views contain as few as 100 points
and very low texture (side view of flat and small objects).
This makes pose estimation between consecutive frames
via SIFT keypoints not feasible. Hence, in this case we
exploit the presence of a checkerboard pattern (visible in all
frames of the training dataset) to compute the initial guess
pose transformation for the ICP refinement with the partial
reconstruction ofMi. Repeating this process for all available
data, results in a full 3D cloud, each point associated with
RGB information (see Figure 3).

Once this cloud is computed, views from uniformly sam-
pled viewpoints are successively rendered in order to satisfy
the requirement of global pipelines to deal with viewpoint-
dependent, uniformly sampled model views [3] on which the
semi-global descriptors (Section V-B) can be directly com-
puted. Local pipelines (Section VI), can be trained directly
on the original views, due to their stronger invariance to
viewpoint changes. To do so, at each new frame we evaluate
whether a large percentage of the local descriptors (SIFT
and SHOT in our case) learned so far can be matched in the
current frame. If this is not the case, then the frame is marked
as a keyframe, meaning that it provides valuable unseen
information, and the position of the features (extracted on the
current view of the object) are transformed to the coordinate
system of Mi.

To terminate the training stage, after the selection of the
keyframes, the descriptors sparsely representing the object
are clustered using the reciprocal nearest neighbor (RNN)
algorithm proposed by Leibe [17] resulting in two separate
codebooks (one for SIFT and one for SHOT) that will
be used during the online recognition stage to establish
correspondences between the models and the scene. Each
codebook entry represents a set of occurrences associated
with a representative descriptor, each occurrence associated
to the 3D position of the descriptor on Mi’s surface.

V. RGB-D SEMI-GLOBAL PIPELINE

A. Segmentation

To segment the objects in the scene in order to deploy the
semi-global pipeline, our recognition framework is equipped
with two alternative segmentation methods:

The first, based on [15], is a simple but highly efficient
two step strategy: (i) multi-plane segmentation of the scene
and (ii) connected component clustering of points above any
detected plane1. To efficiently compute planar regions in a
scene, it uses a connected components strategy where neigh-
boring pixels are considered to be in the same component
(planar region in this case) if the dot product of their normals
and the euclidean distance between the points are within a
certain range. The found planar regions are further analyzed
to merge regions that share the same planar model and were
not detected during the first stage due to the constrained 4
neighborhood search. The second step performs similarly to
the first, and groups points (without taking into consideration
the points belonging to the detected planes) in the same
component if their euclidean distance is smaller than τ . The
resulting components form the object hypotheses provided

1Only planes with a certain amount of inliers (i.e, 10000) are considered
to provide enough support.

Fig. 3: 10 of the 35 object models reconstructed with
proposed method. The models are quite accurate but, due to
the sparsity of the training data, they have only a resolution
of 3mm and present some artifacts on thin areas.
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to the recognition pipeline. Such a segmentation strategy
assumes that the objects to be recognized will lie on a planar
surface and that points belonging to different objects are at
least two pixel away in a Manhattan world or farther away
than τ . For future reference, we will refer to this method as
MPS.2

The second one, introduced recently by Richtsfeld et
al. in [5], is a generic segmentation method for unknown
objects. This method pre-segments RGB-D data using a
recursive normal clustering approach to extract continuous
surface patches before planes and B-spline surfaces are fitted,
generating parametric models of the patches. Model selection
with Minimum Description Length (MDL) chooses, in a
merging procedure, whether a plane or a B-spline model fits
better to the patches and delivers the best model represen-
tation for a given point cloud. Relations between parametric
models can be found by taking into account the principles
of perceptual organization. Support vector machines (SVM)
are learning this principles during a training period that
avoids the reduction of the segmentation framework to model
matching. Finally a graph is built, consisting of surface mod-
els as nodes and predictions from the SVM’s as edges, and a
globally optimal segmentation solution can be found even if
single predictions are wrong.3 The perceptual grouping rules
are generic for different datasets allowing to use the previous
learned rules from the Object Segmentation Database4.

B. OUR-CVFH

The Oriented, Unique Repeatable Clustered Viewpoint
Feature Histogram (OUR-CVFH) was recently introduced in
[3] as an alternative and improvement to CVFH [2] focusing
on two aspects: (i) the discriminative power of the CVFH
descriptor and (ii) a method to directly estimate the 6DOF
pose of the objects simultaneously to descriptor matching,
without the need for additional stages. The basic idea behind
OUR-CVFH is to define several repeatable Reference Frames
(RFs), one for each smooth patch of the object surface, in
order to spatially orient the description of the object surface
relatively to each reference frame. To estimate the 6DOF
pose of an object, the RFs associated to the descriptor of a
scene segment and that of a training view are aligned one
to another, this directly allowing the retrieval of the 6DOF
pose of the model in the scene. In [3] we show how these
modifications clearly improve the discriminative power of
the feature as well as the pose estimation performance. An
interesting property of these RFs regards their semi-global
approach: the principal directions are computed relatively
to just a small surface patch, while the signs and the
relative ordering of the three unit vectors are selected via a
disambiguation stage that takes into account the whole object

2In the experiments, all objects to be recognized are found on a single
table-top plane. In such situations to reduce the computational time of the
subsequent recognition stages, only the points above the highest plane in the
direction of the normal of the largest plane are considered for the second
step of MPS.

3During the experiments and for the sake of efficiency, the segmentation
was applied to the points above the table-plane selected by MPS.

4http://www.acin.tuwien.ac.at/?id=289

Fig. 4: Left: segmented cluster from a scene. Middle and
Right: smooth patches (green) and the associated Reference
Frames used to compute color and shape distributions; in this
specific example, two OUR-CVFH descriptors are computed
for the object on the left.

surface. It is worth noting that a smooth patch refers here to a
subset of the object surface, and smooth represents continuity
in both the point coordinate and the normal domains (see [2],
[3] for details on the smooth clustering strategy). Figure 4
depicts the smooth patches and the associated RFs obtained
on a surface.

Our first proposed contribution in this aspect is related to
the use of the RFs in order to describe the color properties
of the surface. Hence, likewise the shape distributions in
OUR-CVFH, 8 color distributions are computed. The points
used to compute each color distribution are obtained by the
natural division defined by the octants of the RF. Each color
distribution is obtained from the YUV values associated with
each point and binned into a 2×8×8 grid. A coarser binning
for the Y channel with respect to U and V is desired in order
to increase robustness with respect to illumination changes.
Similar to the L1-shape distributions in [3], we apply a tri-
linear interpolation on the color distributions to account for
small perturbations in the RF. The 8 color distributions are
appended at the end of the OUR-CVFH histogram resulting
in a feature dimensionality of 303 + 8× 128 = 1327.

A second proposed contribution to OUR-CVFH is related
to the estimation of the smooth patches on the surface of an
object which are the basis for the RF estimation. OUR-CVFH
provides an accurate description and pose estimation thanks
to the repeatable RFs computed on both model views and
scene segments. Unfortunately, the repeatability of the RF
might be compromised due to noisy or missing parts that are
often present in data acquired by RGB-D sensors. In order to
increase the repeatability of the RF, we propose to smooth the
recognition surface with an adaptive Moving Least Squares
(MLS) algorithm, similarly to [3] which smooths and up-
samples the resolution of the data to ensure that model
views and scenes share the same resolution. Unlike [3],
we use here a multi-parametric smooth clustering stage,
whereby different clustering instances are run on the same
data, each with a different parameter set5. Figure 5 shows the
effect of different parametrization for the smooth clustering

5Concretely, we run 3 instances of the smooth clustering varying the
maximum curvature (tc in the notation from [3]) accepted at a point to be
considered part of a smooth cluster; (tc ∈ (0.015, 0.02, 0.035). During
training, tc is fixed to 0.015.
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Fig. 5: Left: model view of object ”19” and its associated RF.
Middle and Right: scene segment relative to the same object
with two associated RFs, yielded by two different clustering
parameterizations. Despite the amount of noise and missing
points, the RF on the right is repeatable enough to provide
a correct match.

stage. Please note, that each clustering instance might yield
a different set of smooth regions, this in turn resulting in
a different set of RFs and descriptors. This results in a
higher number of descriptors representing the same object
surface but encoding it differently; e.g., a surface made up
by 2 smooth patches might end up being associated with
16 descriptors due to different clustering parametrization as
well as ambiguities in the disambiguation stage [3].

C. Recognition and 6DoF pose estimation

Once we have computed several semi-global features for
a segmented object in the scene, the resulting descriptors are
independently matched against the descriptors representing
our training data using the metric proposed in [2]. In order
to avoid an explosion on the number of hypotheses being
generated and to remove some wrong hypotheses early in the
pipeline, we filter after matching the hypotheses associated
with descriptors whose distances to the segmented scene
object’s descriptor are smaller than 0.85 relative to the best
matching model descriptor, as well as duplicated hypotheses
for object surfaces that result in very similar RFs under
different clustering parameterizations6. The RFs of remaining
hypotheses after this preliminary filtering stage are used to
estimate a 6DoF pose by aligning the RF pair associated with
the model and segmented object descriptors.

VI. 2D AND 3D LOCAL PIPELINES

The use of local - i.e. whose support is limited to a small
neighborhood around the keypoint - descriptors is motivated
mainly by the need to deal with the presence of clutter
and occluded objects. The two descriptors included in the
proposed algorithm are: (i) SIFT [8], aimed at texture-rich
image patches, and (i) SHOT [10], for objects with distinctive
3D shapes. In both cases, standard recognition pipelines
are deployed based on keypoint detection, description and
matching. Once correspondences are determined in both the
2D and 3D domains, they are merged together (2D keypoint

6Equal clusters resulting from different parameterizations might as well
be filtered based on the similarity of the clusters itself in order to avoid
repetitive computations of the descriptor. Nevertheless, the computation of
the descriptor is fast enough so we did not consider this in the scope of the
paper

coordinates on the image plane are backprojected to the 3D
space by means of depth information); this super-set is then
fed to a unique Correspondence Grouping algorithm based on
geometric consistency between pairs of correspondences [4],
whose goal is to cluster correspondence subsets providing
consensus for a specific object hypothesis in the scene, while
discarding outliers (i.e. isolated correspondences).

Differently from [4], and as introduced in Section IV,
during the training stage model descriptors are clustered
together in order to form a descriptor codebook (one for SIFT
features, and one for SHOT features). This codebook is then
used during the recognition stage to associate to each scene
descriptor its nearest-neighbor entry in both codebooks and,
in turn, all model descriptors that were associated with the
codeword, this operation substituting the standard descriptor
matching stage between model and scene descriptors. The
main advantage of this approach is computational efficiency,
due to the need of searching in a size-limited codebook rather
than over the set of all model descriptors, as well as the
possibility of better determining correspondences in the case
of symmetrical structures and repetitive surface patches.

VII. HYPOTHESES VERIFICATION

The Hypothesis Verification (HV) stage aims at analyzing
object hypotheses previously generated along the recognition
pipeline so as to reject false detections by enforcing geo-
metrical constraints between models and scenes [4], [11],
[18]. Recently, a HV method has been proposed [4] -
referred to hereinafter as Global Optimization for HV (GO) -
which, unlike other approaches, is based on an optimization
framework that simultaneously takes into account all object
hypotheses in order to handle interactions between them,
yielding a solution globally consistent with the scene. GO has
shown a peculiar ability to detect ”weak” (i.e. supported by a
small number of points, such as the case of highly occluded
objects) correct hypotheses while filtering out a high number
of false positives, thus moving the operating point of the
recognition system toward a higher recall without sacrificing
precision [4].

According to the notation used in [4], the proposed recog-
nition pipelines generate a set of n recognition hypotheses
H = {h1, · · · , hn}, each hypothesis hi given by the pair
(Mhi , Thi), withMhi being the model associated to hi and
Thi being the transformation which relates Mhi to S, S
being the point cloud representation of the scene. Hence,
the goal of the HV stage is to choose an arbitrary (up to n)
number of elements belonging to H in order to maximize the
number of correct recognitions (TPs) while minimizing the
number of false positives (FPs). The GO algorithm relies on
minimizing a suitable cost function defined over the solution
space of the HV problem. In particular, we denote a solution
as a set of boolean variables X = {x0, · · · , xn} having
the same cardinality as H, with each xi ∈ B = {0, 1}
indicating whether the corresponding hypothesis hi ∈ H is
discarded/accepted (i.e. xi = 0/1). Hence, the cost function
can be expressed as F (X ) : Bn → R, Bn being the solution
space, of cardinality 2n. A polynomial-time resolution of the
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optimization problem is provided by means of Simulated
Annealing. The cost function includes four different cues:
i) scene fitting (how well a hypothesis is supported by
scene points, term ΩX (p); ii) model outliers (how many
model points are left unexplained, term fM (X ); iii) mul-
tiple assignment (how many scene points are simultaneously
associated to different hypotheses, term ΛX (p); iv) clutter
(how well the hypothesis fits to neighboring scene regions,
term ΥX (p)). For more details, we refer the reader to [4].

As previously introduced, we proposed to merge and
optimize in the HV stage the hypotheses generated by
the three pipelines employed by the proposed approach.
Moreover, given the multimodal nature of the available
data, and in line with the contributions proposed for the
semiglobal descriptor, we also provide an extension of the
GO algorithm to color cues. The optimization framework
proposed in [4] is particularly flexible to handle additional
cues for the global cost function. For this reason, we propose
to add a fifth cue which measures how well each scene
point explains its corresponding model point - according to a
certain hypothesis - within the color domain. This novel term
is thus inherently related to the inlier weighting cue, but only
taking into account color similarity. Following the notation
in [4], for each hypothesis hi and each associated model
point p we thus compute a weight ωC

hi
(p,N (p)) defined as

follows

ωC
hi

(p,N (p)) = exp

(
−‖κ (p)− κ (N (p)) ‖2

2σ2
C

)
(1)

where N (p) is the nearest-neighbor of p on the scene,
and κ(p) is the 3D vector representing the color triplet
associated with point p in the YUV space. In order to
increase robustness to illumination changes, the weight of
the Y channel is reduced by 2. The final cost function is
then given by

F (X ) = fS (X ) + λ · fM (X ) + fC (X ) + fE (X ) (2)

where λ is a regularizer aimed at penalizing model outliers,
and fS , fM account, respectively, for geometrical cues
defined on scene points and model points:

fS (X ) =
∑
p∈S

(ΛX (p) + ΥX (p)− ΩX (p)) (3)

fM (X ) =

n∑
i=1

(|Φhi
| · xi) (4)

Φhi
representing the set of outliers (model points without

a counterpart in the scene — see [4] for further details) in the
i-th hypothesis. fC evaluates the color registration between
model and scene:

fC (X ) =

n∑
i=1

(|Ψhi | · xi) (5)

where Ψhi represents the color registration quality between
the i-th hypothesis and the scene and is defined as follows:

Ψhi
=

m∑
p=1

(
1− ωC

hi
(p,N (p))

)
(6)

where m is the number of points of the model associated
with hi currently being explained by the scene.

Finally, fE considers physical constraints:

fE (X ) =

n∑
i=1

u (hi) · xi + wo · fo (hi) · xi (7)

where u (hi) is the sum of model points associated with
hi being under the table plane, wo is a penalization term
and fo (hi) is a boolean function indicating whether the
i-th hypothesis is in contact with the table or not. The
optimization framework allows to add a pool of such physical
constraints that improve robustness based on application and
environment knowledge that might prove to be particularly
useful in robotic applications as well as industrial applica-
tions under controlled situations.

VIII. EXPERIMENTAL RESULTS AND DISCUSSION

In order to validate the effectiveness of the system, we
present experimental results on two large benchmark RGB-D
object recognition datasets proposed for the ICRA 2011 So-
lutions in Perception challenge organized by Willow Garage.
Following the naming conventions introduced in [6], we refer
to the first test dataset as Challenge and to the second one
as Willow. Additionally, we present 6DOF pose estimation
results on the Challenge dataset for which the ground truth
concerning poses is available. To give the reader a better
intuition about the different modules of the system, we
present also results on the Challenge dataset provided by
each of the individual pipeline deployed by the proposed
system.

A. Datasets

The Challenge test dataset is composed of 434 object
instances organized in 39 scene sequences. Each scene
contains from 1 up to 5 object instances and does not contain
any object instance outside of 35 models used to train the
system. It was carefully created to avoid including objects
undergoing strong occlusions. Differently, the Willow dataset
is significantly more complex. It shares the same model
library as the Challenge dataset, but it includes distracting
objects with shapes and colors similar to those in the 35
objects to be recognized as well as several occluded objects.
In this case, some sequences were recorded under saturated
illumination causing some objects — especially those with
metallic parts — to present also several artifacts in the
point cloud acquired with the Kinect sensor. This dataset
contains a total of approximately 1500 object instances to
be recognized.

B. Results

Table I presents precision and recall results on the Willow
and Challenge datasets obtained by the method proposed
in this paper, as well as those reported by Tang et al. in
[6]. Our method performs better in both datasets, with a
remarkable accuracy on the Challenge dataset where just a
single object out of the 434 instances was confused with
a similar one (see Figure 7-(a)) and overall yielding 1 FP
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Precision Recall
Willow (Proposed system) 94.30% 70.86%
Willow (Tang et al. [6]) 88.75% 64.79%
Challenge (Proposed system) 99.77% 99.77%
Challenge (Tang et al. [6]) 98.73% 90.23%
Challenge (Aldoma et al. [3] + Richtsfeld) 92.79 % 85.94%

TABLE I: Precision and recall results for the Willow and
Challenge datasets.

Precision Recall Time
Proposed system 99.77% 99.77% 6.44 [s]
RGB/3D global + Richtsfeld 99.77% 99.31% 5.23 [s]
RGB/3D global + MPS 99.77% 98.39% 3.88 [s]
2D/3D local (table plane) 98.47% 88.92% 3.45 [s]
2D local (table plane) 100.00% 71.43% 1.72 [s]

TABLE II: Precision and recall results for the Challenge
dataset with different combinations of the pipelines of the
proposed system. Reported results are obtained with 10 ICP
iterations, sigmas = 1cm (inlier threshold), σC = 35(color
sigma), λ = 1(model outliers weight) and κ = 1(clutter
weight). Average execution time per scene is also reported.

and 1 FN. The last row of Table I reports also a comparison
with the 3D-only semi-global pipeline proposed in [3] which
reports a worse performance, thus validating the usefulness
of the contributions proposed in this paper.

The lack of strong occlusions in the Challenge dataset
allows leveraging on the power of the RGB/3D semi-global
pipeline as outlined in Table II where such a pipeline
performs almost as good as the combination of the three
recognition pipelines. Because the objects in this dataset
are easy to segment, the MPS segmentation delivers similar
results to that of Richtsfeld et al. and is slightly faster (only
in the scene shown in Figure 1 the MPS segmentation can not
separate the book from the spray bottle). Table II reports also
the average execution time required by the different pipelines
per scene. In this aspect, the 2D local pipeline is the fastest
due to the GPU implementation used for SIFT keypoint
detection, descriptor computation and histogram matching as
well as the fact that this pipeline results in a much smaller
number of hypotheses, compared to the semi-global pipeline.
The 2D/3D local pipeline performs relatively well with an
improvement of almost 20% over the 2D pipeline alone.

The improvement with respect to [6] on the Willow dataset
is approximately 6% in terms of both Precision and Recall.
Due to the high number of occluded object instances, the
performance of the semi-global pipeline is not as good as on
the Challenge dataset and local pipelines do not turn out
as effective as expected (see Table III) due to the noisy
point clouds, different illumination conditions and some
object instances with no more than a few points being
visible. Due to the distracting objects, we used stricter HV
parameters7 that might remove correct hypotheses with an

7We increase penalization factors in the HV stage for model outliers
and clutter points (λ = 1.5 and κ = 2) and reduce the inlier threshold
(sigmas = 7.5mm). The rest of the parameters remain unchanged.

Precision Recall
Proposed system 94.30% 70.86%
RGB/3D global 93.70% 58.92%
2D/3D local 98.4% 56.20%

TABLE III: Precision and recall results for the Willow
dataset motivating the fusion of different pipelines to handle
challenging scenarios.
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Fig. 6: Histogram of translation errors for the proposed sys-
tem as well as for the semiglobal pipeline. Results reported
with both 0 and 10 ICP iterations.

inaccurate registration. An interesting additional experiment
would consist in reporting recognition results with respect to
occlusion level. Such a measure is commonly used in the 3D
community [4], [18], but it requires an accurate ground truth
pose, that was not available for the Willow dataset, in order
to estimate the percentages of occlusion for each object.

Figure 6 summarizes the results regarding 6DoF pose
estimation as well as the behavior of the semi-global pipeline
and the proposed system with a different number of ICP
iterations. Observe how the proposed system without the
pose refinement stage, performs slightly better than the semi-
global pipeline alone with 431 and 422 TPs respectively.
Overall, the translation errors between the model centroids of
the recognized pose and the groundtruth centroids are notably
low, being mostly between 0 and 0.01m and always less
than 0.03m - e.g. they favorably compare to those reported
in [6], where translation errors are mostly between 0 and
0.05m and can get up to 0.2m. We also computed two
additional values regarding pose, the RMS error for shape
and color, with respectively a mean and standard deviation
of 0.003[m] ± 0.0017 and 36.12 ± 13, 74 (these last values
referred to the RGB space normalized between [0, 255]).

IX. CONCLUSIONS

We have presented a modular recognition and 6DoF
pose estimation system exploiting three different recognition
pipelines that take advantage of the multimodal nature of the
data provided by recent RGB-D sensors. We have shown how
a hypothesis verification stage offers a good opportunity to
fuse results from the several pipelines and proposed several

2110
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Fig. 7: Recognition results obtained with the proposed method concerning the Challenge dataset (left column) and the Willow
dataset (right column). (a) The single False Positive yielded by our method: a very similar object with respect to the correct
one is recognized. Observe in (e), how our method is able to correctly recognize the two Odwalla bottles, while the four
distractors, having same shape but different texture, yield object hypotheses that are not consistent in terms of color and are
thus discarded.

formulations of the HV stage to exploit color information
as well as environment constraints. Additionally, we have
presented a semi-global pipeline based on OUR-CVFH to
exploit color and shape information simultaneously. The ex-
perimental evaluation on two challenging benchmark datasets
demonstrates the practical applicability of the proposed ap-
proach and brings in significant improvements over the state-
of-the-art.
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ABSTRACT
Behaviour selection and control can be considered to play
a key role in the overall cognitive system of a robot that
should successfully interact with a human. In this position
paper we propose a SMACH-based implementation of a be-
haviour controller which sets different parameters (such as
robot pro-activity level and robot presence level) in order to
reach a higher flexibility in the interaction with the user. To
our conviction such a behaviour controller will enable more
adaptive robots, which on the long run will also be more ac-
ceptable for the user as they react context-dependent. We
give a short outline about SMACH, a task-level executive
system developed by Willow Garage, which we use for im-
plementing the behaviour controller. Next, the conceptual
idea how a parameter-driven robot could react towards dif-
ferent users is outlined based on the hypothetical use case
of introvert and extrovert users, followed by a description of
how we are currently implementing this approach.

Categories and Subject Descriptors
I.2 [ARTIFICIAL INTELLIGENCE ]: Robotics; D.2.2
[Software Engineering]: Design Tools and Techniques—
State diagrams

General Terms
Algorithm, Theory.

Keywords
cognitive architecture, behaviour control, state diagrams,
SMACH, parameter-driven, HRI

1. INTRODUCTION
The ability that a robot autonomously interacts with a hu-
man requires sophisticated cognitive abilities including per-
ception, navigation, decision making, and learning. Impres-
sive achievements have already been made in the research
field of HRI considering robots as tour guides in museums
and shopping malls and for assistive robots in the care and

domestic context. However, flexibility and adaptation to-
wards the user are still areas that push the boundaries for
behaviour control. For successful long-term HRI, it will be
relevant that robotic behaviour becomes more flexible and
adapts to specific user characteristics (e.g. the cultural back-
ground, the pre-experience, age etc.). In this position pa-
per we want to present our concept for flexible parameter-
driven behaviour control with SMACH, a task-level execu-
tive system developed by Willow Garage [1]. The idea is
to parametrize findings from HRI research on user charac-
teristics which trigger different behavioural reactions for the
robot. We will outline our idea and current implementation
proposal based on the use case of introvert and extrovert
users and conclude our position statement with a reflec-
tion on the advantages and disadvantages of this type of
behaviour control.

2. SMACH
SMACH is a Python-based library for building hierarchical
concurrent state machines, which also provides a ROS in-
tegrated module to design and execute simple tasks as well
as complex robot behaviour. SMACH provides the possi-
bility to quickly create prototype state machines by reusing
Python design patterns. Within SMACH a task is defined
by the following elements.

State represents a blocking execution with pre-defined out-
comes. The result of a state defines the switch to the
next states.

Container is a set of one or multiple states and defines
their final outcome based on the integrated states. Es-
pecially important and useful are the StateMachine
and the Concurrence containers. In the StateMachine
container all the states are executed one at a time
whereas in a Concurrence multiple states are executed
in parallel.

Transitions define by a given outcome to which state or
container the execution chain should turn to.

Userdata is data which can be shared between multiple
states and containers, therefore enabling the possibility
to adapt the state outcome based on accumulated data
from previously executed states.

For seamless integration SMACH provides interfaces to the
three communication methods available in ROS, i.e. mes-
sages, services, and Actionlib. Provided is the MonitorState



for listening to published topics, executing a service rep-
resented as a state with ServiceState, calling an Actionlib
interface within SimpleActionState as well as the possibility
of wrapping a state machine inside an Actionlib server. The
tool SMACH viewer is integrated with which we are able
to debug and visualize the running state machine, the pro-
vided user data as well as the currently executed states and
containers.

Traditional approaches to create state-machine-based be-
haviour engines heavily relied on the evaluation of all in-
volved parameters in sequential order, which is not easily
able to cope with the fact that a parameter change should
influence the execution order after this parameter was eval-
uated. Within SMACH the execution can be adapted to an
updated parameter value by pre-empting the currently exe-
cuted state and starting a new one with the updated value;
an option we want to take advantage of to enable for more
behaviour adaptation and flexibility for HRI.

3. ADAPTATION & FLEXIBILITY IN HRI
Let us consider the use case of introvert and extrovert users
as example for our behaviour controller. There are two
equally compelling personality-based rules in the theory of
attraction, namely the complementary attraction rule and
the similarity attraction rule. The complementary rule says
that people prefer to interact with others whose personality
characteristics are complementary to their own ones and the
similarity attraction rule says the opposite, namely that peo-
ple like others more who are similar to their own personality
traits. For embodied virtual agents and for robots it could
be demonstrated that the complementary attraction rule is
supported [2, 3]. In other words, we know that if a robot
interacts with an introvert person, the person perceives the
interaction as more pleasant if the robot shows extrovert be-
haviour traits, such as a faster speech rate, a higher moving
speed, and more pro-activity if no command is given (again
the opposite is true for extrovert users). Behaviour traits
like these can be easily parametrized (see [3] for details) and
in the following we want to explain our idea in more detail
how we can use this fact for an HRI behaviour controller.

3.1 Conceptual Design
Currently we work on two parameters to achieve higher flex-
ibility for a domestic robot for personal assistance: (1) pro-
activity and (2) presence. Different pro-activity levels con-
trol how often an interaction should be initiated by the robot
in an automated fashion as well as which activity, from of a
limited set, is presented to the user (e.g. entertainment com-
pared to reminders or household chores). The frequency of
occurrence of specific action could also impact the decision
as well, e.g. by selecting activities which are chosen more
often by the user herself (for extroverts) or proposing activ-
ities which the user hardly chooses herself (for introverts).
For presence, we consider the location to which the robot
should move after an interaction is finished. For introvert
users, the robot could stay next to the user after the inter-
action, for extrovert users the robot could always go back to
the charging station.

3.2 Implementation Proposal
For the implementation of this adaptive behaviour we pro-
pose a ROS and SMACH based system which is started at a

neutral setting, which translates to neither an extreme intro-
vert nor extrovert robot, which should be available as a ROS
parameter during the initialization phase. This is adapted
over time by either the evaluation of the number of occur-
rences of all activities, the location where the user sends the
robot after an interaction or by directly asking the user if
and how a behaviour change should occur. During the exe-
cution of every state in which a trait-specific action is avail-
able the parameter is evaluated and influences the outcome
of the state. In the following we outline the implementation
for the presence parameter in detail, the implementation for
pro-activity would work in an analogus way.

A SimpleActionWrapper is used around a Concurrence con-
tainer to provide an Actionlib server interface to start,
cancel, and observe the task of moving the robot away
from the user and receive the movement command as
well as the parameter which holds the data on how
introvert or extrovert the robot should behave.

The Concurrence container inhabits a MonitorState listen-
ing to a ROS topic for parameter changes as well as a
StateMachine container.

Upon receiving a new parameter value the MonitorState
returns False which triggers the pre-emption of the
parallel running container. This has to be defined by
implementing a child term cb that has to return False
for this desired behaviour.

The StateMachine container implements a state for cal-
culating the end pose of the robot and a SimpleAc-
tionState for actually performing the robots movement
through the ROS move base package. All of the states
inside of this StateMachine container implement a check
for the pre-empt signal at which they have to exit
and return the outcome preempted. The transition
from this outcome will lead to the restart of the whole
StateMachine container with the new parameter. The
state for calculating the end pose is evaluating the pa-
rameter and will decide upon its value to which po-
sition it should navigate. The position to which the
robot should be sent is depending on the parameter:
in a different room, in the same room but at another
position, in exactly the same position (i.e. the robot
stays with the user). If a new end pose is calculated
an outcome, which will transition to the move base
SimpleActionState, is generated and the end pose is
passed through SMACH userdata.

Finally the SimpleActionState returns succeeded as soon as
the robot reaches the end pose and transition to the
successful outcome of the Concurrence container.

4. CONCLUSIONS
In this position paper we proposed a parameter-driven SMACH-
based behaviour controller and our example implementation
for positioning a robot after an robot user interaction. Fur-
ther development could lead to better interdisciplinary co-
operation by supplying tools to translate flow chart-based
task plans directly into SMACH-compatible Python code.
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Where to look first? Behaviour control for fetch-and-carry missions of
service robots

Markus Bajones1, Daniel Wolf1, Johann Prankl1, Markus Vincze1

Abstract— This paper presents the behaviour control of
a service robot for intelligent object search in a domestic
environment. A major challenge in service robotics is to enable
fetch-and-carry missions that are satisfying for the user in terms
of efficiency and human-oriented perception. The proposed
behaviour controller provides an informed intelligent search
based on a semantic segmentation framework for indoor scenes
and integrates it with object recognition and grasping. Instead
of manually annotating search positions in the environment,
the framework automatically suggests likely locations to search
for an object based on contextual information, e.g. next to
tables and shelves. In a preliminary set of experiments we
demonstrate that this behaviour control is as efficient as using
manually annotated locations. Moreover, we argue that our
approach will reduce the intensity of labour associated with
programming fetch-and-carry tasks for service robots and that
it will be perceived as more human-oriented.

I. INTRODUCTION

The ability of a robot autonomously interacting with a hu-
man requires sophisticated cognitive skills including percep-
tion, navigation, decision making and learning. Impressive
achievements have already been made in the research field
of HRI considering robots as tour guides in museums [1],
[2], shopping malls [3] and also for assistive robots in the
care and domestic context [4].

However, one of the biggest challenges still is the integra-
tion of methods into operational autonomous systems for the
domestic context, which achieve satisfying results for their
end-users. Often a miss-match between user expectations and
robot performance can be observed in HRI studies [5], for
instance because the robot behaviour is not legible to the
users or is simply too slow. Imagine you command your
household robot to bring you your mug and the robot could
only search for it at pre-programmed places: What if the mug
is at none of these places or the user rearranged the flat?
Another solution could be that the robot would navigate to
the center of the room, rotate several times and then start a
time-consuming brute-force object detection everywhere in
the map. This behaviour would already increase flexibility,
but would still not be very legible for the user: Why getting
an overview and then start a time-consuming search?

Would it not be much more intelligent and legible if the
robot first gets an overview of the environment and then
looked at the most probable locations for the mug to be,
e.g. on tables or in the cupboard? One way to gain the
information about this kind of relations is to extract it from
knowledge databases.

1Faculty of Electrical Engineering and Information Technology, Vienna
University of Technology, 1040 Vienna, Austria {bajones, wolf,
prankl, vincze}@acin.tuwien.ac.at

Our solution for this problem is to develop a flexible
behaviour controller for fetch-and-carry tasks implemented
with SMACH, a Python-based library for building hierarchi-
cal concurrent state machines, as pictured for our proposed
implementation in Fig. 1. We present a framework that is
able to generate locations on-the-fly without the need of
pre-learned object-location relationship and show in a first
experiment in an ambient-assistive-living lab to proof the
robustness of our approach.

The remainder of this paper is structured as follows: First,
we review related research on service robots performing
fetch-and-carry tasks in Section II. We then outline how
the SMACH framework works in Section III. Each of the
modules and their integration in the behaviour controller is
then described in Section IV with a focus on the modules,
but not the individual methods. Finally, a first experiment in
a living room setting is presented in Section V. A summary
of lessons learned from the experiment and an outlook on
future work conclude the paper.

INIT

preemptedaborted succeeded

GET_ALL_POSITIONS

aborted

GET_ROBOT_POSE

succeeded

CLEAN_POSITIONS

GET_CURRENT_ROOM

succeeded

MOVE_BASE_GO

CLEAN_UP

failure

LOCATION_REACHED

succeeded

PLAN_PATH

movement

failure

POSE_ITERATOR

aborted

LOCATE_OBJECT

succeeded

SEGMENTATION

succeeded

aborted

aborted

SET_SUCCESS

succeeded

next_room

succeeded

aborted

succeededabortedsucceeded

succeeded

wait for data

succeeded

aborted

Fig. 1: Simplified state machine representation of our “fetch-
and-carry” object task approach. Grey states denote sub-state
machines.



II. RELATED WORK

Object search and fetch-and-carry tasks represent one of
the most common tasks of service robots. In traditional fetch-
and-carry tasks the robot ”simply” has to pick up an object
from a known location and deliver it to the user. For instance,
in the RoboCup@Home competition 2008/9 [6] this has been
one of the major tasks. The complexity of this task can vary,
e.g. the robot has to identify the correct object from a set
of objects or in a cluttered scene or the robot gets a very
concrete instruction from where to fetch it, such as “Bring
me the mug from the kitchen table”. Thus, fetch-and-carry
also includes object recognition and autonomous grasping,
popular examples are e.g. [7] and [8].

Recently, the perception part has come more into the
focus of fetch-and-carry tasks by adding the search for
object components. A popular example is George, the curios
attentive semantic robot [9]. The idea of George is similar to
that presented in this paper: Make a robot’s search behaviour
more intelligent. An intelligent search procedure is more
efficient and therefore the fetch-and-carry task become more
satisfying for the end-user. [10] and [11] have already shown
that there is the need to make robot’s behaviour more
efficient and legible for the user.

Therefore, the aim of the work presented in the following
is to enable a domestic service robot to perform fetch-
and-carry tasks in a user-satisfying manner. To that end, a
cognitive robotic system needs to integrate multiple different
subsystems. Different tools, libraries and frameworks to
develop robotic architectures already exist, such as Rob-
letRTechnology by Baier et al. [12], graphical tools such as
Choreographe and NAOqi for Nao robots [13], the behaviour
Markup Language (BML) [14] and the Robot Operating
system ROS [15]. A good overview and discussion on the
advantages and disadvantages of all these approaches is given
in [16].

In the following we will present SMACH, a Python-based
framework that allow ROS module integration, we used to
develop a behaviour control combining intelligent object
search, grasping objects, and bringing them to the user.

III. SMACH
SMACH is a Python-based library for building hierarchical

concurrent state machines, which also provides a ROS inte-
grated module to design and execute simple tasks as well as
complex robot behaviours. SMACH provides the possibility
to quickly create prototype state machines by reusing Python
design patterns. Within SMACH a task is defined by the
following elements:

• State represents a blocking execution with pre-defined
outcomes. The result of a state specifies the transitions
to the next states.

• Container is a set of one or multiple states and defines
their final outcome based on the integrated states. Espe-
cially important and useful are the StateMachine and the
Concurrence containers. In the StateMachine container
all the states are executed one at a time, whereas in a
Concurrence multiple states are executed in parallel.

• Transitions define, given an outcome, to which state or
container the execution chain should turn to.

• Userdata is data which can be shared between mul-
tiple states and containers, allowing to adapt the state
outcome based on accumulated data from previously
executed states.

For seamless integration SMACH provides interfaces to
the three communication methods available in ROS, i.e.
messages, services and Actionlib. Provided is the Moni-
torState for listening to published topics, executing a service
represented as a state with ServiceState, calling an Actionlib
interface within SimpleActionState as well as the possibility
of wrapping a state machine inside an Actionlib server. With
SMACH viewer, a tool to debug and visualize the running
state machine, the provided user data as well as the currently
executed states and containers, is also integrated.

IV. IMPLEMENTATION

For the fetch-and-carry scenario we compare two different
implementations within a ROS environment and the SMACH
state machine architecture. Both methods rely on a SLAM
based 2D map of our laboratory in which we annotate virtual
rooms as seen in Fig. 2 to create a multiple room scenario.

A. Manual definition of search positions

Starting from the SLAM-based map we manually place
“search positions” at user-defined locations inside the map.
To determine the pose at which the robot begins its task we
define a cost function

c(x, y) = cbat(y)− k1cprob(x, y) + k2cpen(y) (1)

modelling the cost to search for a given object x at each
possible search location y. cbat(y) represents the cost of
the battery usage estimated by the path length to the pose
associated to search location y. cprob(x, y) is the probability
of object x being found at location y transformed to a cost
and is initialized with a uniform distribution across all search
locations. The constant factors k1 and k2 are introduced to
normalize the cost levels. cpen(y) is a penalty term depending
on the room the user is currently in:

cpen(y) =

{
kpen y in same room as user
0 otherwise

(2)

The penalty term is based on the assumption that the user
does not ask the robot to look for objects which are in the
same room as the user himself. It ensures that the robot
does not search in this room unless the object has not been
detected at the locations in all other possible rooms. During
the search task all the objects, which can be recognized, and
are localized at a certain position trigger the adaptation of
cprob. Through this simple method Fig. 3 we will learn in
course of time where the user places objects and where the
robot should start its search. This provides a way to learn the
location of specific objects based on the users preference and
does not leverage upon a pre-defined knowledge database or
data mining from online sources.



Fig. 2: Virtual room arrangement in our ambient-assistive-
living lab.

while object located is FALSE do
for all search positions do

Calculate path length cobj
if available then

Look up cprob
Look up search positions room rsp

end if
if ruser 6= rsp then
cpenalty = 0

else
cpenalty = 1

end if
if cobj < cmin then
cmin = cobj

end if
end for
Move to search position
Remove location from list of search positions
Start object recognition
if object is recognized then

Set object located to TRUE
Grasp object

end if
if Grasp succeeded then

Put object on tray
end if
Update probabilities of all recognized objects
Move to the user
Inform the user about the object location

end while

Fig. 3: Algorithm: locate object procedure

B. On the fly extraction of search locations

Our proposed approach automatically generates search
positions on the fly after entering a room and executing
the algorithm in Fig. 4 which uses semantic segmentation,
returning at least 2 search positions or none at all (when no
table planes were detected).

Move to center pose in a room
while rotation < 360◦ do

Rotate 30◦ ccw
Call semantic segmentation service
Receive possible search poses
Remove poses from outside of the known map and
outside the current room

end while

Fig. 4: Algorithm: obtain search poses

Semantic segmentation: Our proposed point cloud pro-
cessing pipeline consists of four steps, depicted in Fig. 5.
First, we create an over-segmentation of the scene, clustering
it into many small homogeneous patches. In the second step,
we compute a manifold but efficient-to-compute feature set
for each patch. The resulting feature vector is then processed
by a classifier, which yields a probability for each patch
being assigned a specific label. To that end, we use a
randomized decision forest, a classifier which is intensively
discussed in [17]. We train the classifier on the publicly
available NYU Depth V2 dataset [18], containing 1,449
indoor frames, recorded by a Microsoft Kinect and densely
labelled with more than 1,000 labels. In the last stage of
our processing pipeline the classification results set up a
pairwise Markov Random Field (MRF), whose optimization
yields the final labelling. This last step smoothes the labelling
out to correct ambiguous classification results due to noisy
local patch information. The final labelling then corresponds
to the Maximum-a-posteriori of the output of the MRF. In
particular, because our robot can only grasp objects located
on tables, we only consider positions next to large clusters
of points labelled “table” as suitable positions to detect (and
consequently grasp) objects. Therefore, after calculating the
semantic labels of the current scene, we use simple Euclidean
clustering to obtain all tables in the scene. The resulting
search positions are then defined by a simple heuristic, which
is explained in Fig. 6. For further details about our semantic
segmentation pipeline we refer to [19].

From this method we gain the knowledge of search
locations inside the map, which provide a horizontal plane
in a certain height range (to filter out the floor and the
lower surface of wall-mounted cupboards or the ceiling).
As these locations depend on the first and second principal
components derived from the segmented planes we have to
filter out positions which are not reachable (e.g. inside of
another piece of furniture, or outside of the map) as well
as locations behind a wall. For this we first check if the
detected table surfaces and the robot are within the same
room boundaries and remove any search locations which do



(a) (b)
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floor wall ceiling table

chair cabinet object unknown
(e)

Fig. 5: Intermediate steps of our segmentation pipeline
(a) input image (b) oversegmentation (c) conditional label
probabilities (here for label table, red=0, blue=1) (d) final
result after MRF. (e) Colour code of final result

d

d

Fig. 6: Heuristic to define search positions for a table
cluster projected on the ground-plane (red points). Blue lines:
Principal axes of the cluster. The search positions (green
dots) are placed on the second principal axis, adhering a
security distance d from the edge of the table.

not fulfil this criteria. Secondly we do not consider positions
that are inside of an occupied grid cell of the static map.

C. Object recognition

After the robot reaches a “search position” an attempt to
recognize the object inside the scene and obtain the objects
6-DOF pose (position and orientation). The recognizer is
called with the RGB-D data collected by the Kinect on the
robot’s head. It combines three different recognition pipelines
(2D and 3D) and merges the results during the verification
stage. For details of the recognition process we refer to
[20]. Results from successfully recognized objects are the
names as well as the poses of all objects. Prerequisite for
the recognition process is a trained model of every object
which should be localized.

D. Inform the user

After the robot recognizes the object at a certain pose the
user has to be informed about the current location, therefore
the “search user” procedure is activated. This procedure will
plan a path from the current room to the one in which the
user has been detected the last time (either by the robot
itself or by a motion detection system), move there and
attempt to detect the user by combining 2D face detection
technique, introduced by Viola and Jones [21] as well as 3D
detection and tracking of human body parts [22], [23]. If the
user is not detected the search will continue until all rooms
have been visited by the robot. After detection the user gets
informed about the location of objects, during which we use
the annotation of the rooms in a reverse order to give the user
a pose in human understandable form instead of the 6-DOF
pose values.

V. EXPERIMENTS

All experiments were conducted on the first prototype of
our custom made HOBBIT platform [24] Fig. 7. Its base is
a mobile platform with two drive motors with an integrated
gear and attached wheels with differential drive. The percep-
tion system consists of one RGB-D camera (ASUS Xtion Pro
Live) mounted ground-parallel at a height of 40 cm and one
RGB-D camera (Kinect) mounted at 124 cm height as part
of the robot’s head on a pan-tilt unit. The lower camera is
used for self-localization, the upper one for user and object
detection, gesture and object recognition and both cameras
contribute to the obstacle detection during navigation. For
manipulation PT1 is equipped with an IGUS Robolink arm
with a 2-finger Finray-based gripping system. Further parts
of the platform include a 15 in tablet computer for touch
input and speech recognition as well as a 7 in display for
the purpose of displaying the robot’s face. To stash away
retrieved objects a tray is mounted behind the tablet and
above the robot arm.

To evaluate and compare the two implementations de-
scribed in Section IV we conducted four tests, each consist-
ing of one execution of both implementations. The object
that had to be located was placed according to table I. As
objects we used an Asus Xtion Pro box, a brown handbag and



Fig. 7: HOBBIT platform - prototype 1

an orange wallet, which were placed at the same locations
for the corresponding search runs. The robot was placed at
the same start location before each pair of runs, with a total
of 4 different start locations. For each run we collected the
following data:

• The duration of the entire run until the robot detected
the object or ended the search run.

• The number of “search positions”. (Pre-defined, calcu-
lated and with outliers removed)

• The success rate of the search run. (Was the object
recognized on the actual location?)

object start location object
detected?

duration
[min]:[sec] #

P S P S

Asus box Kitchen
Dining
room
table

Y Y 7:12 16:31 9

Handbag Living
room

Bedroom
nightstand N N* 9:52 12:15 17

Wallet Central
hall

Living
room
shelf

Y N 7:04 23:07 36

Asus box Dining
room

Kitchen
cupboard N Y 8:51 10:45 17

TABLE I: Test run set-up and results. #. . . number of “search
positions”, N*. . . false positive recognition of the object,
P. . . pre-defined locations, S. . . semantic segmentation-based

VI. DISCUSSION AND OUTLOOK

At a first sight the results of our approach uses up to 2.5
times the time of the pre-programmed search task, which
was expected due to the fact that the robot not only searches
on pre-defined tables but also on window sills, shelves,
etcetera. We further identified 3 major time-costing culprits
in our system and set-up. First is the sequential order of the
semantic segmentation and the 30◦-rotation plus the point

cloud acquisition after the entrance of a room. As they both
take almost the same time to complete (5 sec and 4 sec) we
can save 48 sec for each room. In our 5 virtual room set-up
this would lead to a reduction of up to 4min, depending
on the number of actually visited rooms. This leaves us
room for future improvements for our proposed approach.
The third culprit is the higher number of “search positions”
(up to 20) that are inside of the desired room opposed to
only one, which leads to a higher probability to find an
object at the cost of increased search duration. To reduce
this number of positions it is possible to cluster these poses
together under the premise that they are close enough and
the field of view will overlap at least a certain amount so
that a possibly located table plane is not discarded. Fig. 8
shows the result of search position calculations without the
virtual room constraints and a number of poses which could
be clustered together, especially on the left side and in the
right handed lower corner.

Another approach is to combine the semantic search
algorithm with the pre-defined locations where the “search
locations” are autonomously generated once instead of the
manual labelling. This would improve the speed of the whole
search procedure but remove any flexibility towards changes
in the environment.

Fig. 8: Manual overlay of 12 search position calculations in
our lab

VII. CONCLUSION

In this paper we presented a SMACH-based behaviour
control for more intelligent indoor fetch-and-carry tasks by
the means of semantic segmentation. Our approach does not
require manually annotated search positions and thereby in-
creases flexibility and human-oriented perception. We could
show the feasibility of the approach by the means of a first
series of experiments and outlined suggestions how it can be
further improved. After implementing these improvements,
we will perform a user study to assess how our approach
is evaluated in terms of perceived intelligence and overall
satisfaction by naive users.
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Find my mug: Efficient object search with a
mobile robot using semantic segmentation

Daniel Wolf, Markus Bajones, Johann Prankl and Markus Vincze
Vision4Robotics Group, Automation & Control Institute

Vienna University of Technology

Abstract. In this paper, we propose an efficient semantic segmentation
framework for indoor scenes, tailored to the application on a mobile robot.
Semantic segmentation can help robots to gain a reasonable understand-
ing of their environment, but to reach this goal, the algorithms not only
need to be accurate, but also fast and robust. Therefore, we developed an
optimized 3D point cloud processing framework based on a Randomized
Decision Forest, achieving competitive results at sufficiently high frame
rates. We evaluate the capabilities of our method on the popular NYU
depth dataset and our own data and demonstrate its feasibility by deploy-
ing it on a mobile service robot, for which we could optimize an object
search procedure using our results.

1 Introduction

It is the ultimate goal in the field of service robotics that mobile robots au-
tonomously navigate and get along in human-made environments. A crucial
step on the way to achieve this ambitious goal is that robots are able to recog-
nize and interpret their surroundings. Imagine a simple scenario where you ask
your service robot to look for your mug. So far, in most applications the only
knowledge the machine has about its environment is a simple 2D map encoding
occupied and free space. That is, the only way to solve this task would be to
execute a time-consuming brute-force object detection everywhere in the map.
Would it not be much more intelligent if it first looked at the most probable
locations for the mug to be, e.g. on tables or in the cupboard? An important
cornerstone to develop more intelligent behavior like this is semantic segmen-
tation, which enables the robot to infer more meaningful information from its
perceived environment.

Especially since the emergence of cheap 3D sensor technology such as the
Microsoft Kinect, semantic segmentation for indoor scenes has become a very

Figure 1: Intermediate steps of our segmentation pipeline. Left to right: Input
image, oversegmentation, conditional label probabilities (here for label table,
red=0, blue=1), final result after MRF. Color code given in Sec. 6.
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2 Efficient object search with a mobile robot using semantic segmentation

active topic in the field of computer vision, and many different proposed meth-
ods show promising results. However, using them in an interdisciplinary scope
of computer vision and mobile robotics is very challenging due to the strict limi-
tations imposed by mobile robotic systems. Many published scene segmentation
algorithms are too complex to be executed on a real-time system, consequently
there are not many applications actually making use of the results these meth-
ods provide yet. Focused on this issue, in this paper we present an efficient and
fast semantic segmentation framework developed and optimized to be deployed
on a mobile service robot autonomously navigating in user apartments. As an
example application, we show that our framework can be used to speed up the
object search task previously described by inferring likely object locations from
the segmentation results.

The remainder of this paper is structured as follows: In the next section we
discuss recent developments in the area of semantic segmentation in computer
vision and robotics. The proposed framework is presented in Sec. 3, the used
datasets to train and evaluate it are covered in Sec. 4. Sec. 5 briefly introduces
our mobile robot and describes the object search scenario in more detail, the
results are discussed in Sec. 6. We finally give an overview of possible ideas for
future work and conclude in Sec. 7.

2 Related Work

The majority of proposed semantic segmentation algorithms [9, 14, 1, 17] is
based on a similar architecture. In a first step, a clustering algorithm calculates
an oversegmentation of the input scene and a feature vector is extracted for
each cluster. The clusters are then classified according to the feature vector and
in the last step a Conditional Random Field (CRF) or Markov Random Field
(MRF) incorporates more global information to obtain the final labeling.

Munoz et al. [9] proposed an outdoor scene labeling approach to label 3D
points collected by a laser scanner. They learn the parameters of the CRF using
a functional gradient algorithm. To label sequences of frames, Floros et al. [6]
came up with a large CRF formulation connecting several subsequent frames
to enforce time consistency in the labeling through higher-order potentials. As
well as [9], their method is intended for outdoor scenarios, using a stereo camera
setup.

With the arrival of new structured light depth sensors like the Microsoft
Kinect, the attention shifted more towards the labeling of indoor scenes. Silber-
man et al. [14, 15] presented the publicly available NYU Depth datasets, pro-
viding thousands of recorded RGB-D frames of different indoor scenes recorded
with a Microsoft Kinect, many of them with densely annotated labels. Their
baseline algorithm is based on 2D data taking into account depth and uses a
neural network, followed by a CRF. The first big improvement on the results of
[14] was presented by Ren et al. [11], using kernel descriptors to describe patches
around every pixel. They achieved the best results combining a segmentation
tree and a superpixel MRF. An alternative way of oversegmenting the input
scene is used by Valentin et al. [17]. They calculate a mesh representation of
the scene and compute feature vectors for all faces of the mesh, using geometric
and color information. Like [11], the approach presented by Couprie et al. [3]
omits the procedure of handcrafting suitable features to classify scene segments.
They exhaustively train a multiscale convolutional network to learn discrimi-
native features directly from training data. After downscaling regular Kinect
frames by a factor of 2, they are able to process more than 1 frame per second.
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Anand et al. [1] formulate a large and expressive graphical model as a Mixed
Integer Problem (MIP), encoding rich contextual information between scene
segments. Their method shows impressive results, but takes 2 minutes to find a
solution for a single point cloud. A relaxed formulation of their problem can be
solved much faster, however, they do not mention the total runtime including
oversegmentation and feature extraction. To our knowledge, their work is the
first showing a direct application of semantic segmentation in the context of
mobile robotics.

Recently introduced Decision Tree Fields (DTF) and Regression Tree Fields
(RTF) are used by Kähler et al. [7] to classify scene segments. Especially RTFs
achieved an appealing performance, as they offer fast inference times in addition
to state-of-the-art results.

Unlike [9, 6, 14, 11, 1], where the total processing time is not mentioned, the
approaches presented in [17, 3, 7] show fast inference times, what is an important
aspect for robotics applications. However, with the exception of [3], they all rely
on an input scene which has been densely reconstructed from several frames,
which is contradicting the idea of a fast real-time system. On the contrary,
our proposed method works on a frame-by-frame basis without the need for a
separate preprocessing stage.

3 Semantic Segmentation Pipeline
Our proposed point cloud processing pipeline consists of four steps, depicted
in Fig. 1. First, we create an oversegmentation of the scene, clustering it into
many small homogeneous patches. In the second step, we compute a manifold
but efficient-to-compute feature set for each patch. The resulting feature vec-
tor is then processed by a classifier, which yields a probability for each patch
being assigned a specific label. To that end, we use a Randomized Decision
Forest (RDF), a classifier which is intensively discussed in [4]. In the last stage
of our processing pipeline the classification results set up a pairwise Markov
Random Field (MRF), whose optimization yields the final labeling. This last
step smoothes the labeling out to correct ambiguous classification results due
to noisy local patch information. The final labeling then corresponds to the
Maximum-a-posteriori of the output of the MRF.

3.1 Oversegmentation
Like the majority of scene segmentation approaches, we first create an overseg-
mentation of the input data, such that the features can capture more information
and classification is more robust against noise. Furthermore, this step drasti-
cally reduces the number of nodes for the final MRF stage, which results in much
shorter inference times. To perform the segmentation, we use the supervoxel
clustering algorithm proposed by Papon et al. [10].

3.2 Feature Calculation
After the segmentation patches have been obtained, we calculate a set of features
for each patch. Patches containing very few points are disregarded. First, we
calculate the three eigenvalues λ0 ≤ λ1 ≤ λ2 of the scatter matrix of the patch.
Then, similar to [9], we define three spectral features, namely pointness (λ0),
surfaceness (λ1 − λ0) and linearness (λ2 − λ1). One of the most discriminative
features is the height of the centroid of the patch above the ground plane.
Additionally, we use the height values of the lowest and the highest point of
the patch as a feature. Important information can also be extracted from the
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surface normals of a patch. Since they are already computed for the supervoxel
clustering, we can add the angle of the mean surface normal of the patch with the
ground plane and its circular standard deviation as features without increasing
the computational complexity of the feature calculation stage. Finally, we also
make use of the color information. We first transform all color values to the
CIELAB color space and then store the mean color values of the patch and its
respective standard deviations as the last two features. In total, we end up with
a 14-dimensional feature vector x, which is then fed into the classification stage
described in the following section.

3.3 Randomized Decision Forest
In recent years, Randomized Decision Forests and several variations of them [4]
have been successfully used for many different tasks in image processing and
computer vision [12, 13, 7]. They are capable of handling a large variety of
different features, have a probabilistic output and are very efficient at training
and at test time.

To train our RDF we follow the standard approach presented in [4], such
that we end up with a pre-defined number of trees recursively splitting up the
data with respect to the evaluation of randomly chosen split functions. Leaf
nodes are created at the defined final depth level of the trees or if data cannot
be split up any further. These nodes store the distribution of the labels of
the training data which has reached the respective node. At test time, a data
point x (i.e. feature vector) traverses all trees according to the learned split
functions, starting at the root nodes, until it reaches a leaf node in every tree.
The conditional probability p(y|x) of label y being assigned to a patch with
feature vector x is then defined as the mean of all label distributions stored in
the reached leaf nodes.

3.4 Markov Random Field
In the last stage of our processing pipeline we model the labeling problem with
a Markov Random Field, similar to the formulation presented in [16]. An MRF
is a graph-based model, where an undirected graph is defined as a set (V, E),
V denoting a set of vertices or nodes and E denoting a set of edges connecting
nodes. In our case, each node i ∈ V corresponds to a patch and is assigned
a label yi ∈ L, where L is the discrete set of label categories. The set of all
label assignments is defined as Y = {yi}. We use a pairwise MRF, which means
that we only consider edges connecting exactly two nodes. This allows us to
directly infer E from the pairwise adjacency graph obtained by the supervoxel
clustering, defining the set of nodes Ai connected to a node i ∈ V. Following the
Hammersley-Clifford theorem, the posterior probability of a label assignment Y
is a Gibbs distribution, which can be reformulated as an energy function:

E (Y) =
∑
i∈V

φi (yi) +
∑
i∈V

∑
j∈Ai

φi,j (yi, yj) (1)

where φi (yi) is the unary term corresponding to the likelihood label yi being
assigned to node i and φi,j (yi, yj) is the pairwise term corresponding to the
pairwise likelihood of labels yi and yj being assigned to the nodes i and j. The
optimal labeling Y∗ can be obtained by minimizing the energy function:

Y∗ = arg min
Y

E(Y) (2)

The unary term can directly be inferred from the conditional probabilities
calculated by the classification stage by transferring them to a cost:
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φi (yi) = λ (1− p (yi|xi)) (3)
where λ is a weighting term defining the importance of the unary term compared
to the pairwise term. For the pairwise term we use the common definition of
the Potts model:

φi,j (yi, yj) =
{

0 yi = yj

e−
‖pi−pj‖

σ otherwise
(4)

where pi and pj are the 3D coordinates of the centroids of the patches corre-
sponding to the nodes i and j. σ regularizes the penalty assigned to an inconsis-
tent labeling of adjacent patches. As proposed in [16], we approximately solve
the resulting optimization problem (1) using Loopy Belief Propagation [8].

4 Datasets for Training and Evaluation
We train and evaluate our classifier on the NYU Depth V2 dataset published
by Silberman et al. [15]. It contains densely labeled indoor scenes recorded
with a Microsoft Kinect. In particular, a collection of 1,449 frames has been
labeled with more than 1,000 classes. As the dataset has been recorded manually
holding the camera, we need to fit a plane to all “floor”-labeled points to retrieve
the camera height and angles. If there are not enough floor points available in
the image, it is discarded in the training and evaluation procedures. For our
purposes, we decided the most important object classes are larger structures
commonly seen in apartments, as well as a separate object class. Therefore, we
narrow down the labels available in the dataset to the set floor, wall, ceiling,
table, chair, cabinet, object, and unknown.

Besides evaluating our framework on the popular NYU dataset, we also
measure its perfomance on our own small dataset, consisting of 10 typical office
scenes. The difference to the NYU dataset is that the point clouds have all been
recorded from the same height and angle, a similar setting as on our mobile
robot. The label set is the same as for the NYU dataset. Some example images
of the used datasets and the corresponding results are shown in Sec. 6.

5 Semantic Segmentation for Object Search
In this section, we describe how we use our framework to speed up an object
search task on the mobile service robot Hobbit [5]. The robot is equipped with a
differential drive and two RGB-D cameras. For our experiments only the camera
in the head, which is mounted on a pan-tilt unit, is used. For manipulation the
robot has an IGUS Robolink arm with a 2-finger gripping system. A picture of
the platform can be seen in Fig. 2 (left).

In the object search scenario the user asks the robot to search and fetch
an object, e.g. a mug. The robot then sequentially navigates to a number of
“search positions” defined in the map, where an object recognition algorithm is
then run. So far, the list of search positions had to be pre-defined by an expert
and stayed fixed. Using our framework this is no longer necessary, because
likely object locations can directly be inferred from our segmentation results.
In particular, because our robot can only grasp objects located on tables, we
only consider positions next to large clusters of points labeled “table” as suitable
object search positions. Consequently, after calculating the semantic labels of
the current scene, we first use simple Euclidean clustering to obtain all tables in
the scene. The resulting search positions are then defined by a simple heuristic,
which is explained in Fig. 2 (right). For further details about the whole object
search scenario we refer to [2].

http://arxiv.org/abs/1404.3538
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d

d

Figure 2: Left: The Hobbit robot. Right: Heuristic to define search positions for
a table cluster projected on the groundplane (red points). Blue lines: Principal
axes of the cluster. The search positions (green dots) are placed on the second
principal axis, adhering to a security distance d from the table edge.

6 Results and Discussion
To measure the labeling performance of our framework, we evaluated it with
respect to the common multi-label metrics class average accuracy and global
accuracy. The former is the mean of the diagonal of the confusion matrix, the
latter is the mean of the pointwise accuracy over the whole test set. For the
NYU dataset, we performed 5-fold cross-validation , for our own dataset we
evaluated on all point clouds after training on the whole NYU dataset. With a
class average accuracy of 71.7% and a global accuracy of 77.2% for the NYU,
respectively 55.6% (class average) and 72.0% (global) for our own dataset, our
framework achieves superior performance with respect to the current state of the
art [3]. Of course, one has to keep in mind that we use a limited label set specific
to our application, compared to other approaches evaluated the NYU dataset.
An overview of all quantitative results is given in Table 1, some qualitative
examples are shown in Fig. 4.

We also evaluated how different parameters, namely the number of trees used
in the RDF and the maximum tree depth, influence the accuracy. Fig. 3 (left)
shows that the accuracy significantly increases as soon as multiple trees are used
in the RDF, but saturates if more than 8 trees are used. A similar effect can be
observed for the maximum tree depth parameter, plotted in Fig. 3 (right). With
increased depth level, the RDF can capture the data structure better. However,
due to the limited amount of training data, trees often do not grow deeper than
10 levels in the training stage, which explains why the results do not improve
for larger depth values.

Setting the maximum tree depth and the number of trees to 8, our framework
processes point clouds containing 640x480 points at a frame rate of about 1 fps
on a 2.4GHz 8-core Intel i7 laptop. Regarding the operation on a robot, we con-
sider this processing time to be sufficiently fast for many potential applications,
such as the object search scenario described in Sec. 5.
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Figure 3: Influence of RDF parameters number of trees and max tree depth on
the labeling accuracies for the NYU Depth V2 dataset.
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Table 1: Class average and global accuracy of our framework in %. We do not
compare to the overall accuracies of [3] because of the different label sets.
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NYU V2 [3] 87.3 86.1 62.6 10.2 34.1 - 8.7 - -
Ours 96.9 75.0 92.3 59.7 72.2 58.4 40.0 71.7 77.2

Our data Ours 98.0 87.8 - 92.2 62.8 31.5 16.4 55.6 72.0

floor wall ceiling table chair cabinet object unknown

Figure 4: Example results for NYU Depth V2 (first 3 columns) and our (last 2
columns) dataset. Top: Input image. Middle: Groundtruth. Bottom: Results.

7 Conclusions and Outlook
We presented an efficient 3D semantic segmentation framework for indoor scenes.
We showed that our method, based on an RDF, achieves accurate results at a
frame rate feasible for the application on a mobile robot. We demonstrated that
by successfully deploying our framework on a mobile service robot, where we
used our method to detect possible object locations in a room and in turn are
able to dynamically infer a more efficient object search procedure.

Still, there are aspects of our framework which could potentially be im-
proved. So far, we do not make use of the contextual relationship between scene
segments. By incorporating simple pairwise features, e.g. color and height dif-
ference, we expect the accuracy to further increase, especially for similar labels
such as wall and cabinet. We also plan to investigate further exploitations of se-
mantic segmentation in the scope of mobile robotics. An interesting application
could be the construction of a complete semantic map, fusing labeling results
from different viewpoints. This map would not only encode more information,
but should also be more robust against noisy classification results.
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